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12Abstract This paper contributes to a theory-grounded methodological foundation for auto-
13matic collaborative learning process analysis. It does this by illustrating how insights from
14the social psychology and sociolinguistics of speech style provide a theoretical framework to
15inform the design of a computational model. The purpose of that model is to detect
16prevalence of an important group knowledge integration process in raw speech data.
17Specifically, this paper focuses on assessment of transactivity in dyadic discussions, where
18a transactive contribution is operationalized as one where reasoning is made explicit, and
19where that reasoning builds on a prior reasoning statement within the discussion. Transactive
20contributions can be either self-oriented, where the contribution builds on the speaker’s own
21prior contribution, or other-oriented, where the contribution builds on a prior contribution of
22a conversational partner. Other-oriented transacts are particularly central to group knowledge
23integration processes. An unsupervised Dynamic Bayesian Network model motivated by
24concepts from Speech Accommodation Theory is presented and then evaluated on the task
25of estimating prevalence of other-oriented transacts in dyadic discussions. The evaluation
26demonstrates a significant positive correlation between an automatic measure of speech style
27accommodation and prevalence of other-oriented transacts (R=.36, p<.05).

28Keywords Transactivity . Speech-based assessment . Machine learning . Speech style
29accommodation
30

31 Q4Introduction

32Applications of machine learning to automatic collaborative learning process analysis are
33growing in popularity within the computer supported collaborative learning (CSCL) com-
34munity. Automatic analysis of collaborative processes has value for real time assessment
35during collaborative learning, for dynamically triggering supportive interventions in the
36midst of collaborative learning sessions, and for facilitating efficient analysis of
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37collaborative learning processes at a grand scale. Early work in automated collaborative
38learning process analysis focused on text based interactions and key-click data (Soller and
39Lesgold 2000; Erkens and Janssen 2008; Rosé et al. 2008; McLaren et al. 2007; Mu et al.
402012). This work has enabled a whole series of studies where interactive support for
41collaborative learning was triggered by real time analysis of collaborative processes and
42yielded significant positive impact on learning (Kumar et al. 2007; Chaudhuri et al. 2008; Ai
43et al. 2010; Kumar and Rosé 2011).
44While existing approaches to automated collaborative learning process analysis have had
45impact in the context of online group learning, even face-to-face group learning could
46potentially benefit from such technology in the future. For example, analysis of data from
47an interview study and classroom study with project based course instructors provides
48evidence that supporting assessment of group processes would add value to such courses
49(Gweon et al. 2011a). That interview study demonstrated that project course instructors are
50concerned about the extent to which students engage in productive knowledge sharing and
51knowledge integration in their working groups, but they are unable to accurately evaluate the
52extent to which this is happening or not in those working groups because the students do
53most of their work outside of class. Recently, interest in group learning supported by robots
54has also begun to emerge (Kanda et al. 2012). These shifts towards face-to-face group
55interactions in the three dimensional world around us rather than online require a corre-
56sponding shift in analysis technology from text-based input to multi-modal input, including
57text, speech, and gesture.
58Closer to the current reality, as communication technologies such as cell phones and
59voice over IP become more ubiquitous and allow for communication and collaboration over
60multiple modalities including video, audio, and text to be accessible any time and any place,
61the line between online group learning and face-to-face group learning begins to blur. Thus,
62as more and more collaboration takes place over video and audio channels, the need grows
63for the CSCL community to think about how to extend collaboration support technologies
64from the text realm into audio and eventually video. To begin meeting this challenge, early
65work towards analysis of collaborative processes from speech has begun to emerge as well
66(Gweon et al. 2011b), although the early results showed predictive value that was just above
67random. In this paper we take the next step.
68Where the burgeoning area of automated collaborative learning process analysis is still in
69its infancy is in regard to its engagement with theoretical constructs from social and
70cognitive psychology. The problem with neglecting to engage is that the models that are
71built miss the deep, underlying structure in the data that would enable the models to
72generalize effectively. Where this paper makes its contribution beyond a proof of concept
73for speech analysis is in illustrating how insights from the social psychology and sociolin-
74guistics of speech style are able to provide a theoretical framework to inform the design of
75computational models for automated assessment of collaborative learning processes applied
76to acoustic data. While it might be easy to think of psychology and machine learning as
77being in two distinct worlds, the truth is that theories from social and cognitive psychology
78can usefully inform the manner in which data is transformed prior to machine learning or the
79way the structure of a model is specified in order to render the process analysis learnable by
80state-of-the-art machine learning algorithms. We use as an example automated assessment of
81one specific type of valuable student contribution to group knowledge construction (namely
82other-oriented transacts (Berkowitz and Gibbs 1983, Q51987), described below). We illustrate
83how to motivate the design of a data representation and model structure that together yield a
84positive proof of concept that collaborative processes can be assessed automatically in
85acoustic data.
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86The necessity for this methodology can be argued from a very basic understanding of
87how machine learning is applied. Machine learning algorithms are designed with the goal of
88finding mappings between sets of input features and output categories. When it comes to
89applications of machine learning to speech or text, the algorithms are not applied to the
90language data in its raw form. Instead, it must first be represented in terms of a list of
91attribute-value pairs referred to collectively as a vector space representation of the language
92data. Thus, first the researcher must select a set of features for use in representing every
93segment of speech or text. And then for each segment, these features must be extracted so
94that each attribute is associated with a value that was extracted from the data. Supervised
95machine learning algorithms find stable patterns within these feature vector representations
96by examining collections of hand-coded “training examples” for each output category, then
97using statistical techniques to find characteristics that exemplify each category and distin-
98guish it from the other categories. The goal of such an algorithm is to learn general rules
99from these examples, which can then be applied effectively to new data. In order for this to
100work well, the set of input features must be sufficiently expressive, and the training
101examples must be representative.
102One limitation of the state-of-the-art in machine learning applied to analysis of conver-
103sational interactions is the tendency to learn overly specific models that don’t work well in
104new contexts (Mu et al. 2012). The problem of learning generalizable models is of great
105interest in the machine learning community, although it continues to pose challenges that
106remain to be overcome ( Q6Arnold et al. 2008; Daumé 2007; Finkel and Manning 2009; Joshi et
107al. 2012). Mu et al. addressed the problem in the context of analysis of text based in-
108teractions in threaded discussion environments using a preprocessing step that replaces some
109context specific portions of text, such as names, with more general tags. This offers the
110model features that apply in more than one context, which then enables a higher level of
111generalization. In this paper, we take a different approach. Instead of explicitly including
112more abstract features, we include simple generic speech features but include enough of
113them to offer the model the opportunity to choose the most strategic subset in context.
114Because we designed the structure of the model using theories from the social psychology of
115speech style, the model is able to leverage those theoretical insights in interpreting patterns
116of features. The model then is able to identify which subset of features has significance in a
117context sensitive way based on how they behave over the course of a conversation. This is
118done using an unsupervised approach, which requires neither hand labeled data nor hand
119crafted features. Generalization comes from the ability to learn a context specific model
120without labeled training data.
121In the remainder of the paper, we first situate our work in the midst of current directions in
122collaborative process analysis and speech processing and review the literature on speech
123style accommodation in order to motivate our hypothesis. Next, we present both our manual
124and automatic approach for measuring the prevalence of other-oriented transactive contri-
125butions in debate discussions. After presenting an evaluation of the predictive validity of our
126model, we conclude with a discussion of future directions.

127Theoretical framework

128The area of automatic collaborative process analysis has focused on discussion processes
129associated with knowledge integration. Frameworks for analysis of group knowledge build-
130ing are plentiful and include examples such as Transactivity (Berkowitz and Gibbs 1983;
131Teasley 1997; Weinberger and Fischer 2006), Inter-subjective Meaning Making (Suthers
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1322006), and Productive Agency (Schwartz 1998). In this paper we are focusing specifically
133on transactivity. More specifically, our operationalization of transactivity is defined as the
134process of building on an idea expressed earlier in a conversation using a reasoning
135statement. Research has shown that such knowledge integration processes provide opportu-
136nities for cognitive conflict to be triggered within group interactions, which may eventually
137result in cognitive restructuring and learning (de Lisi and Golbeck 1999). While the value of
138this general class of processes in the learning sciences has largely been argued from a
139cognitive perspective, these processes undoubtedly have a social component, which we
140explain below and use to motivate our technical approach.

141Transactivity

142Despite differences in orientation between the cognitive and socio-cultural learning com-
143munities, the conversational behaviors that have been identified as valuable are very similar.
144Schwartz and colleagues (Schwartz 1998) and de Lisi and Golbeck (1999) make very similar
145arguments for the significance of these behaviors from the Vygotskian and Piagetian
146theoretical frameworks respectively. The idea of transactivity comes originally from a
147Piagetian framework. However, it is important to note that when Schwartz describes from
148a Vygotskian framework the kind of mental scaffolding that collaborating peers offer one
149another, he describes it in terms of one student using words that serve as a starting place for
150the other student’s reasoning and construction of knowledge. This implies explicit articula-
151tions of reasoning, so that the reasoning can be known by the partner and then built upon by
152that partner. Thus, the process is explained similarly to what we describe for the production
153of transactive contributions. In both cases, mental models are articulated, shared, mutually
154examined, and possibly integrated.
155Building on these common understandings, Weinberger and Fischer have developed and
156successfully evaluated scaffolding for collaborative learning that addresses observed weak-
157nesses in conversational behavior related to their operationalization of transactivity, which
158they refer to as Social Modes of Co-Construction (Weinberger and Fischer 2006), and which
159they distinguish as a separate dimension from micro (Toulmin 1958) and macro level
160argumentation (Kuhn 1991). Nevertheless, while they consider their Social Modes of Co-
161construction framework as being primarily an operationalization of the idea of transactivity,
162they describe how they draw from a variety of related frameworks rather than narrowly
163situating themselves within a single theoretical tradition.
164There are a variety of subtly different definitions of transactivity in the literature,
165however, they frequently share two aspects: namely, the requirement for reasoning to be
166explicitly displayed in some form, and the preference for connections to be made between
167the perspective of one student and that of another. Beyond that, many authors appear to
168classify utterances in a graded fashion, in other words, as more or less transactive, depending
169on two factors; the degree to which an utterance involves work on reasoning, and the degree
170to which an utterance involves one person operating on or thinking with some previously
171articulated reasoning. If a reasoning statement does not operate on some previously articu-
172lated reasoning it is an externalization. The most popular formalization of the construct of
173transactivity (Berkowitz and Gibbs 1979) has 18 types of transactive moves, which charac-
174terize each student’s conversational turn, as long as it is considered an explicit reasoning
175display that connects with some previously articulated reasoning display. Before considering
176which of these codes, if any, is appropriate for a contribution, one must first determine
177whether that contribution constitutes an explicit articulation of reasoning, or at least a
178reasoning attempt. Beyond this, transacts have been divided along multiple different
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179dimensions. However, for our work, we focus mainly on one, specifically the dimension that
180represents whether the transact might be self-oriented (ego, operates on the speaker’s own
181reasoning) or other-oriented (alter, operates on the reasoning of a partner, dyad shared
182opinion) (Teasley 1997; Berkowitz and Gibbs 1979).
183The important message behind our work is that effective application of machine learning
184requires insight into what social processes are transpiring in the data. In the case of
185transactivity specifically, the Piagetian roots of the concept argue that the associated social
186intentions should be maintaining relative equality and exerting effort towards building
187common ground. Those attitudes are consistent with maintaining a balance of assimilation
188and accommodation (de Lisi and Golbeck 1999), which goes hand in hand with the
189occurrence of productive sociocognitive conflict. While typically operationalizations of
190transactivity are expressed in terms of content level distinctions, the above discussion argues
191for a social interpretation that predicts the occurrence of other-oriented transacts in the
192presence of underlying processes of showing respect both for one’s own views as well as of
193those of the interlocutor. Consistent with this idea, Azmitia and Montgomery (1993) have
194demonstrated that friends exhibit higher levels of transactive conversational moves than
195pairs who are not friends. Furthermore, it makes sense to consider that to build on a partner’s
196reasoning, one must be attending to the partner’s reasoning in the first place, and deem it
197worth referring to in the articulation of one’s own reasoning.
198Thus, with respect to the goal of automatic analysis of transactivity from speech data,
199targeting other-oriented transacts specifically, we hypothesize that designing a model in a
200theoretically informed way will improve our predictive validity. Specifically, by combining a
201feature representation that offers flexibility in the way style is encoded in speech as well as a
202model structure that reflects what is known about processes used to build social balance into
203an interaction we will be able to build a model that will positively correlate with the
204prevalence of other-oriented transacts in that interaction.

205Speech style accommodation

206We motivate our representation of the speech observations and the structure of the model
207from the sociolinguistic literature on speech style specifically (Coupland 2007; Eckert and
208Rickford 2001; Jaffe 2009) and language style more generally (Fina et al. 2006). It has long
209been established that, while some speech style shifts are subconscious, some speakers may
210also choose to adapt their way of speaking to achieve social effects within an interaction
211(Sanders 1987). Specifically we leverage the sociolinguistic notion of Speech Style Accom-
212modation (Giles and Coupland 1991), which is very similar to the notion of interactive
213alignment (Garrod and Pickering 2004), both of which occur when interlocutors are working
214to build rapport and where speakers are treating one another with respect. From more of a
215computational perspective, we refer to one very specific process, which has been previously
216been referred to as “entrainment,” “priming,” “accommodation,” or “adaptation” in other
217computational work (e.g., Levitan et al. 2011). From both of these perspectives, we are
218leveraging constructs that describe how shifts in language behavior within interactions
219reflect relational dynamics between conversational participants that reflect a very similar
220underlying balance of power to what we have described above in connection with
221transactivity (Giles and Coupland 1991).
222Stylistic shifts may occur at a variety of levels of speech or language representation. For
223example, much of the early work on speech style accommodation focused on regional
224dialect variation, and specifically on aspects of pronunciation, such as the occurrence of
225post-vocalic r in New York City, that reflected differences in age, regional identification, and
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226socioeconomic status (Labov 2010). Distribution of backchannels and pauses have also been
227the target of prior computational work on accommodation (Levitan et al. 2011).
228One of the main motives for accommodation is to manipulate perceived social distance. If
229the amount of shift is asymmetric between speakers, it is typical for the speaker perceived as
230lower power or lower status to shift towards the speaker perceived as higher power or higher
231status. In that way, the lower status speaker shifts to close the gap in vertical social distance.
232Differences in power may originate from multiple sources, including persistent social roles
233and transitory relational dynamics, such as that one speaker is trying to persuade another
234speaker of something, which places that other speaker temporarily in a higher power position
235in the interaction.
236On a variety of levels, speech style accommodation has been found to affect the
237impression that speakers give within an interaction. This is the mechanism through which
238speech style affects social distance. For example, Q7Welkowitz and Feldstein (1970) found that
239when speakers shift to become more similar to their partners, they are liked more by
240partners. Another study by Putman and Street (1984) demonstrated that interviewees who
241converge to the speaking and response rates of their interviewers are rated more favorably.
242Giles and colleagues (1987) found that more accommodating speakers were also rated as
243more intelligent and supportive by their partners. Conversely, social and cultural factors in a
244group context affect the extent to which interlocutors engage with one another in the first
245place, if at all. For example, Purcell (1984) found that Hawaiian children exhibit more
246convergence in interactions with peer groups that they like more. Bourhis and Giles (1977)
247found that Welsh speakers, while answering to an English surveyor, broadened their Welsh
248accent when their ethnic identity was challenged. Scotton (1985) also found that few people
249hesitated to repeat lexical patterns of their partners to maintain integrity. These effects may
250be moderated by other social factors. For example, Bilous and Krauss (1988) found that
251females accommodated to their male partners in conversation in terms of average number of
252words uttered per turn. Hecht et al. (1989) also reported that extroverts are more listener
253adaptive than introverts, and so extroverts converged more in their data.
254Prior research has attempted to quantify accommodation computationally by measuring
255similarity of speech and lexical features either over full conversations or by comparing the
256similarity in the first half and the second half of the conversation. For example, Edlund and
257colleagues (2009) measured accommodation in pause and gap length, using measures such
258as synchrony and convergence. Levitan and colleagues (2011) found that accommodation is
259also found in backchannel rituals. They show that speakers in conversation tend to use
260similar kinds of speech cues, such as high pitch at the end of utterance, to invite a back
261channel from their partner. In order to measure accommodation on these cues, researchers
262usually compute the correlation between the numerical measures of cue usage by
263interlocutors.
264When stylistic shifts focus on specific linguistic features, then measuring the extent of the
265stylistic accommodation is simple because a speaker’s style may be represented within a one
266or two dimensional space, and its movement can then be measured precisely within this
267space using simple linear functions. However, the rich sociolinguistic literature on speech
268style accommodation highlights a much greater variety of speech style characteristics that
269could be associated with social status. Unfortunately, within any given context, the linguistic
270features that have these status associations, generally referred to as “indexical” features, are
271only a small subset of all the linguistic features that are being used by a speaker in some way.
272Furthermore, the choice of which features carry this indexicality is frequently specific to a
273context. So separating the socially-meaningful variation from variation in other linguistic
274features occurring for other reasons can be like searching for a needle in a haystack. To meet
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275this challenge, accommodation is measured with Dynamic Bayesian Networks (DBNs) in
276our work (Jain et al. 2012; Jensen 1996; Pearl 1988). This allows us to include a wide range
277of speech features extracted using acoustic processing techniques to represent the speech
278observations so that the contextually salient features have a greater chance of being included
279within the state space learned by the DBN.
280The unsupervised Dynamic Bayesian Network Model allows one to model speech style
281accommodation without narrowly specifying the targeted linguistic features (more details on
282this model can be found in the Methods section). Because accommodation reflects social
283processes that extend over time within an interaction, one may expect a certain consistency
284of motion within the stylistic shift. A model that captures this insight is able to identify
285meaningful structure within the speech. Specifically, one can leverage this consistency of
286style shift to identify socially-meaningful variation, without specifying ahead of time what
287particular stylistic elements are the focus.
288Insights related to language accommodation have important implications for computa-
289tional work related to collaborative learning process analysis. The prevalence of other-
290oriented transacts in an interaction is said to reflect a balance of perceived power within
291an interaction. It is consistent with prior work on style accommodation to expect to observe
292this accommodation when interlocutors are working to build common ground with one
293another. Therefore, we hypothesize that an automatically generated assessment of speech
294style accommodation would positively correlate with the prevalence of hand coded other-
295oriented transactive contributions. Prior work has also revealed a consistent pattern in text
296based interactions. For example, in many earlier efforts towards automated analysis of
297transactivity in text based interactions we have achieved higher performance when our
298feature based representation of the text used for machine learning included a feature that
299represents language similarity (Rosé et al. 2008; Ai et al. 2010). This confirms that
300consideration of basic language processes and how they relate to categories of behavior
301informs the design of effective representations for making a coding scheme learnable.

302Method

303Our hypothesis is that a measure of speech style accommodation should positively correlate
304with prevalence of other-oriented transacts in conversations. We have argued this in the
305theoretical discussion above. The significance of this finding from a methodological stand-
306point is that it highlights the importance of considering the theoretical foundation for a
307construct when setting up a machine learning model to use for automated assessment.

308Experimental procedure

309In order to test the hypothesis, we first need a corpus of conversations that have been hand
310coded for other-oriented transacts so that we will have a validated measure of prevalence of
311other-oriented transacts to use as a dependent measure. Our three step method for measuring
312this dependent variable is detailed in the “Corpus Preparation” section. In addition, we need
313an automated measure of speech style accommodation in order to provide the independent
314variable. This measurement is outlined in the “ Q8Measuring Speech Style Accommodation
315with a Dynamic Bayesian Network” section. In that section, we present an unsupervised
316model for measuring speech style accommodation in segmented speech. In the results
317section we will present a validation experiment that supports the interpretation of the result
318returned from the unsupervised model as a measure of speech style accommodation. We then
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319conduct a correlational analysis to evaluate the extent to which a measure of speech style
320accommodation positively correlates with prevalence of other-oriented transacts. Note that if
321the hypothesis is confirmed, the result will be far from unfalsifiable. While it is true that an
322unsupervised model will always find some structure in the data, there is no reason to believe
323that structure should necessarily correlate with prevalence of other-oriented transacts spe-
324cifically apart from the hypothesis being correct.

325Corpus preparation

326Step 1: Data collection using speech recorders. The corpus used in our investigation is
327taken from face-to-face debate discussions collected as part of research on arousal
328and learning (Nokes et al. 2010). The study was conducted in a laboratory setting
329where pairs of participants were engaged in a debate wherein they took opposing
330sides on a controversial topic. The specific task that the participants were asked to
331discuss was the cause of the decline of the Ottoman Empire, which has prompted
332some controversy among historians. One side of the debate emphasizes factors
333internal to the Empire, while the other side emphasizes external factors. Each of
334the participants was provided with a four page packet containing background
335materials that support the idea of an internal or external cause, and were then
336asked to argue for their side. Each debate lasted 8 min. The experiment had two
337conditions in terms of conversation patterns: blocked and freeform. In the freeform
338condition, the two speakers could talk freely for the duration of 8 min. In the
339blocked condition, each speaker was given a chance to speak for 2 min in each
340turn, resulting in two turns per speaker during the 8 min. In this experiment, we
341focus particularly on the data from the freeform condition.
342Participants were male undergraduate students, between the ages of 18 and 25
343who volunteered to participate in the experiment for pay. Apart from meeting the
344criteria of being male undergraduates within the stated age range, no filtering was
345done. Participants were randomly assigned to conditions and pairs. In prior studies,
346it has been shown that accommodation varies based on gender, age and familiarity
347between partners. Because this corpus controls for most of these factors, it is
348appropriate for this experiment. Furthermore, because the participants did not
349know each other before the debate, one can assume that if accommodation
350occurred, it was only during the conversation.
351In order to collect clean speech with each student’s voice on a separate channel,
352each student wore a directional microphone. It should be noted that although it was
353possible to clearly identify the main speaker from the audio file, crosstalk, which is
354the other participants’ voice, could still be heard in the background. A total of 76
355sessions (with 152 participants) were collected and used for further analysis, half
356of which were in the freeform condition.
357Step 2: Transcribing and segmenting the recorded data. For each audio file, each of the
358eight-minute discussion sessions were transcribed and manually segmented for
359further analysis. The motivation for the segmentation was that most articulations of
360reasoning should fit within a single segment so that transactive segments should
361link back to one specific prior segment. In our formulation of the rules for
362segmentation, we make use of the linguistic distinction between independent
363clauses and dependent clauses. A clause typically consists of one main verb and
364its arguments (i.e., the subject, and any direct and/or indirect objects). Sentences
365typically include one main clause, termed the “matrix clause”, where the main idea
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366of the sentence is most succinctly expressed. But the sentence may consist of
367multiple clauses. Some of these additional clauses are dependent on other clauses.
368For example, dependent clauses may modify a noun phrase, such as in “the country
369where a person was born” where the clause “where a person was born” is
370dependent on the noun phrase “the country”. Other clauses are independent of
371one another. For example, “The Ottoman Empire fell, and all its glory became
372something of the past.” consists of two clauses, separated by a comma, which can
373stand independent of one another. Our observation of the data was that typically,
374articulations of reasoning were expressed in single independent clauses, sometimes
375with additional dependent clauses attached. Thus, it made sense to segment the
376corpus at independent clause boundaries.
377Specifically, the data was segmented into independent clauses according to the
378following two rules:

379& Analyze-from-beginning rule: sentences should be analyzed from the begin-
380ning of the sentence to the end; and a clause boundary should be placed as soon
381as enough text has been seen that the clause is complete (i.e., all of the
382arguments of the verb have been seen).
383& Dependent-clause rule: a sentence fragment that cannot stand alone should be
384treated as a dependent clause either on the preceding segment or the following
385segment.
386This segmentation resulted in 5,490 separate segments.

387Step 3: Manual coding of transactivity. Our analysis of transactivity is based on a
388categorical coding scheme. The categories are designed to flag places where there
389is reflection wherein participants take the time to display their reasoning, and then
390self or others build on that reasoning. These moments are distinguished from other
391places where speakers are expressing new ideas, restating facts, or otherwise
392interacting at a more superficial level. We looked for evidence of transactivity
393across the units of speech that participants expressed during the conversation. In
394order to be coded as a transactive speech unit, a statement should first contain a
395display of reasoning. That display of reasoning should also be related to a previous
396statement. If that previous statement was contributed by the same participant, then
397it is coded as a “self-oriented transact”, otherwise it is coded as an “other-oriented
398transact”.
399Determining whether a sentence contains a reasoning statement is quite
400subjective—especially in conversational data, which can be informal in its pre-
401sentation and leave much implicit. Therefore, we divide the process of identifying
402transactive contributions into two steps where we begin by differentiating non-
403reasoning and reasoning statements. Next, we differentiate between reasoning
404statements that represent new directions, from those statements that build on prior
405contributions (i.e., externalizations versus transactive contributions respectively).
406Finally the statements that are labeled as transactive are further coded as self-
407oriented transacts or other-oriented transacts.
408The first step of the coding process is to distinguish between non-reasoning
409statements and reasoning statements. We have adapted the notion of an epistemic
410unit from Weinberger and Fischer (2006) because the topic of our conversations is
411somewhat different in nature. As in Weinberger and Fischer’s (2006) notion of
412“epistemic unit”, we look for a connection between two or more concepts. We
413describe our operationalization in detail below.
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414We use as an example a segment of a conversation provided in Table 1. The
415fourth column indicates whether the given contribution contains an articulation of
416reasoning (“R”) or no reasoning (“N”). The simple way of thinking about what
417constitutes a reasoning display is that it typically communicates an expression of
418some causal mechanism. Often that will come in the form of an explanation, such
419as X because Y. However, it can be more subtle than that, for example “Russian
420invasion in 1914 led to a decrease in their population.” The basic premise was that
421a reasoning statement should reflect the process of drawing an inference or
422conclusion through the use of reason. Note that in the example with the Russian
423invasion, although there is no “because” clause, one could rephrase this in the
424following way, which does contain a “because” clause: “The population decreased
425because of the Russian invasion in 1914.”
426More generally, we defined a reasoning display as an expressed relationship
427between two or more concepts. A concept could be some generally known prior
428knowledge, or one of the facts provided to the participants. The presence of
429multiple concepts in a statement by itself does not determine whether a statement
430articulates reasoning so that it is made explicit. Rather, the relationship between
431multiple concepts is the determining factor. For example, a simple list of concepts
432(e.g., Russians invaded, population decreased) is information sharing, and not
433articulated reasoning. We identified two types of relationships that signal a
434reasoning articulation; (1) Compare & contrast, and (2) Cause & effect.

4351. Compare and contrast, tradeoff: When the speaker compares two concepts, the
436speaker is making a judgment, which involves thinking about how two
437concepts are related to one another.

438& The speaker compares two time periods (“at the time” & “today”): “At the
439time if you look at the technology, it wasn’t that advanced as we have today.”
440& When a speaker makes an analogy, he is making a link due to the similarity
441between two concepts. “Outside powers were like the match lighting the fire.”
442
4432. Cause and effect: When the speaker uses a cause-and-effect relationship, this
444process involves establishing the relationship between two concepts through a
445reasoning process. The general relation in this category is “doing x helps you
446achieve y”. Examples are illustrated below.

447& A because of B: “They forced the Empire to be economically dependent
448because they set up trading posts and banks”
449& A in order to achieve B: “Great Britain came in and introduced capitula-
450tions to control schools and health systems.”

451Occasionally a reasoning statement was expressed over a sequence consisting of more
452than one segment. In that case, only the final segment was coded as reasoning and all of the
453other segments in this sequence were coded as no reasoning.
454Statements that display reasoning can be either (1) externalizations, which represent a
455new direction in the conversation, not building on prior contributions, or (2) transactive
456contributions, which operate on or build on prior contributions. In our distinction between
457externalizations and transactive contributions, we have attempted to take an intuitive
458approach by determining whether a contribution refers linguistically in some way to a prior
459statement, such as through the use of a pronoun or deictic expression. Note that this does not
460mean that any deictic expression that refers to an entity mentioned in an earlier contribution
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461is an indicator of a transactive contribution. Rather, what we mean is that the deictic
462expression should refer back to the idea of the earlier statement, i.e., “That means that a
463war would be more likely as a result.” Furthermore, sharing a common subject between
464sentences can be a linguistic indicator that the focus of the two sentences remains consistent.
465For example, “Economic dependence of one country on another means the dependent
466country is weaker.” And “Economic dependence can limit the agility of a country to respond
467to difficulties that arise.” In this case, the shared subject is a linguistic indicator of the
468building relationship between these two statements.
469The final step in the coding process is to distinguish between self-oriented and other-
470oriented transacts. This is usually a trivial matter of determining whether the prior statement
471on which a statement builds was contributed by the same speaker or a different speaker. In
472some cases, however, determining which prior statement a statement builds on is subjective.
473Ambiguous cases were very infrequent, however, as can be seen in the agreement measure
474reported below.
475Table 1 shows a segment of conversation from the corpus used in this study. The fourth
476column indicates whether the given contribution contains reasoning (“R”) or no reasoning
477(“N”). The last column of the table is marked as either an externalization (E), or as
478transactive, which can be self-oriented transacts (ST) or other-oriented transacts (OT) for
479the statements marked as (R). The first statement by speaker A is an externalization, since A
480starts a new topic; thus this contribution is not building on a prior contribution. Subsequent
481reasoning contributions in this discussion are coded as (ST) because they each build on
482statements that directly precede them, which in both cases were contributed by the same
483speaker. Table 2 shows an example where a speaker builds on an idea contributed by a
484different speaker.
485This coding process was learned by two coders, initially trained using a manual that
486describes the above operationalization of reasoning displays and transactivity, along with an
487extensive set of examples. After each coding session, coders discussed disagreements and
488refined the manual as needed. Most of their disagreements were due to the interpretation of
489what the students meant rather than with the definition of reasoning itself. Therefore, later
490efforts focused more on defining how much the context of a statement could be brought to
491bear on its interpretation. In a final evaluation of reliability for reasoning coding, the kappa
492agreement was 0.72 between two coders over all of the data. After calculation of the kappa,
493disagreements were settled by discussion between the two coders. For distinguishing in-
494stances of transactivity and externalization, the coding yielded a kappa value of 0.7. For the
495distinction between self-oriented and other-oriented transacts, the kappa value was 0.95.
496Based on the dichotomous coding of other-oriented transact or not, we computed a
497prevalence of other-oriented transacts per session by summing the number of other-

t1:1 Table 1Q9 Sample contribution with self-oriented transacts in one turn from speaker A

t1:2 Line Speaker Contribution R/N E/ST/OT

t1:3 14 A I think that the economic downfall of the Ottoman Empire was due to
internal problems because of the first World War uh, and other civil
wars going on uh, beforehand which took place over the hundreds
and thousands of years that people have been in that area.

R E

t1:4 15 Um, this lead to, these wars lead to population problems. R ST

t1:5 16 Uh, people were either being killed or they couldn’t farm, N

t1:6 17 and if you can’t farm, you can’t feed people R ST
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498oriented transacts contained therein. This resulted in an average score of 36 per session. The
499minimum score for a session was 22, the maximum score was 60.

500Measuring speech style accommodation with a Dynamic Bayesian Network

501The goal of our modeling work is to develop an approach to measuring speech style
502accommodation that has the potential for easy adaptation to different contexts. For this
503purpose, an unsupervised approach is ideal since it does not require labeled training data.
504Dynamic Bayesian Network models provide the right mixture of formal properties for
505accomplishing this, as we detail in this section.
506The theory of Bayesian networks is well documented and understood (Jensen 1996; Pearl
5071988). A Bayesian network is a probabilistic model that represents statistical relationships
508between random variables via a directed acyclic graph (DAG). Thus, one can consider them
509a form of structural equation model (Loehlin 1998). Formally, it is a directed acyclic graph
510whose nodes represent random variables (which may be observable quantities, latent
511unobservable variables, or hypotheses to be estimated). Dynamic Bayesian networks
512(DBNs) represent time-series data through a recurrent formulation of a basic Bayesian
513network that represents the relationship between variables. Within a DBN, a set of random
514variables at each time instance t is represented as a static Bayesian Network with temporal
515dependencies to variables at other instants. Namely, the distribution of a variable xit at time t
516is dependent on other variables at previous time points through conditional probabilities. For
517simplicity, in the discussion that follows we do not explicitly specify the random variables
518and the form of the associated probability distributions, but only present them graphically.
519We employ expectation maximization algorithm to learn the parameters of the models from
520training data, and the junction tree algorithm (Lauritzen and Spiegelhalter 1988) to perform
521inference.
522The states and links that make up a DBN embody the assumptions behind the way the
523phenomenon of interest works. The idea is that when the probabilities are estimated from the
524data, they are most likely to be instantiated in such a way that any pattern found in the data
525by the network reflects those assumptions. Thus, if the assumptions are properly encoded in
526the structure of the network, then the pattern found by the network is likely to reflect the
527phenomenon of interest from which those assumptions were inspired. Our model embodies
528two premises. First, a person’s speech in any turn is a function of his/her speaking style in
529that turn, which is influenced by their speech style in their previous turn. Second, a person’s
530speaking style at any turn depends not only on their own personal tendencies, but also by
531their accommodation to their partner. We represent these dependencies as the DBN
532displayed in Fig. 1.

t2:1 Table 2 Sample contribution with both self-oriented and other-oriented transacts in an interaction between
speakers A and B

t2:2 Line Speaker Contribution R/N E/ST/OT

t2:3 14 A They couldn’t, they didn’t have any way to defend against
the Europeans.

N

t2:4 15 It wasn’t that the Europeans were so tough, R E

t2:5 16 It was that they had already defeated themselves. R ST

t2:6 17 B Well I think another part is they uh, they just couldn’t handle
the Europeans.

R OT
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533Our model is constructed from two types of latent states in addition to observed vectors of
534speech feature:

5351. Speaking Style State: These states represent the speaking styles of the partners in a
536conversation. We represent these states as sit , where t represent turn index and i
537represents speaker index. These states are assumed to belong to a finite, discrete set.
5382. Accommodation State: An accommodation state represents the indirect influence of
539partners on each other in a conversation. In our present design, it can take a value of
540either 1 or 0. These states are represented as Ai

t , where t is the turn index and i
541represents the speaker index.
5423. Observation Vector: The observation vectors are the feature vectors oit computed for
543each turn, where again where t is the turn index and i represents the speaker index.

544The foundation of the model represents the production of speech (i.e. speech features) by
545a speaker in the absence of other influences. As in other state-of-the-art approaches to
546applying machine learning technology to speech data, the speech signal is first processed
547using basic audio processing techniques. The signal is processed in order to extract features
548from the segments of speech, which are then used for classification using a machine learning
549model. For example, one may use acoustic and prosodic features typically used for measur-
550ing emotion in speech (Ranganath et al. 2009; Ang et al. 2002; Kumar et al. 2006; Liscombe
551et al. 2005). This research makes use of signal processing techniques that are able to extract
552the basic acoustic and prosodic features used frequently in prior work; for example, variation
553and average levels of pitch, intensity of speech, or the amount of silence and duration of the
554speech. Acoustic and prosodic features are frequently associated with intuitive interpreta-
555tions, and this makes them an attractive choice to play a role in baseline techniques for
556stylistic classification tasks. For example, increased variation in pitch might indicate that the
557speaker wants to deliver his ideas more clearly. Likewise, volume and duration of speech
558may signal that a speaker is explaining his ideas in detail, presenting his point of view about
559the subject matter.
560The speech features oit in any turn are caused by the speaking style sit in that turn. The
561style sit in any turn depends on the style in the previous turn, to capture the speaker-specific
562patterns of variation in speaking style. Specifically, we characterize conversations as a series
563of spoken turns by the partners. Thus, from a technical perspective we characterize the
564speech in each turn through a vector oit that captures several aspects of the signal that are
565salient to style.

Fig. 1 DBN for modeling speech style accommodation (Jain et al. 2012)
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566We add to that basic model the influence the conversational partner’s speech style has on
567the speaker’s style. These are conditional probability links that point from one speaker’s
568style state to that of the other speaker. In addition to this we introduce binary valued
569accommodation states, Ai

t , into the model that indicate whether a speaker i is in a state of
570accommodating to his partner or not at time t. The accommodation state in one time point
571influences the accommodation state in the next time point. We see this both in (1) the links
572from speaking style states to accommodation states as well as (2) between accommodation
573state from one time point to the accommodation state in the next time point. We expect that
574the likelihood of a speaker accommodating in one time point is higher if the other speaker
575was in a state of accommodating on the last time point. The value of the accommodation
576state interacts with the influence of a partner’s speech style on the speaker’s speech style. In
577other words, the partner’s style should have a greater influence on the speaker when they are
578accommodating than when they are not. We see this in the links from the accommodation
579states to speaking style states.
580Using the model components introduced in this section, a space of possible models has
581been systematically explored in our prior work on speech style accommodation (Jain et al.
5822012). And while we justify the model structure proposed in this paper from a theoretical
583perspective, we acknowledge that the link between theory and model structure could be
584further explored, and there may be alternative model structures that would perform better
585than the one we propose in this paper.

586Results

587In this section we present two types of results. First, we present a validation study in which
588we evaluate the extent to which the DBN model can be said to measure speech style
589accommodation. Next, we test the hypothesis that speech style accommodation positively
590correlates with prevalence of transactivity.

591Model estimation and validation

592The purpose of the DBN described in the previous section is to obtain a measure of
593speech style accommodation from the raw speech (i.e., audio signal) collected in a
594session to use for testing the hypothesis that speech style accommodation positively
595correlates with transactivity. In the last section, we described how the theory behind
596how accommodation works was used to inspire the structure of the model that we
597specified. In this section we describe how we used data to estimate the parameters for
598that model as well as to validate the model’s measurement as a predictor of speech
599style accommodation. The validation experiment was conducted on the Ottoman Empire
600corpus mentioned earlier.

601Preparing the speech data As mentioned above, the speech from each participant was
602recorded on a separate channel. As a first step, we segmented the speech data from each
603student into turn length segments. We did this by aligning the speech recordings automat-
604ically to their transcriptions at the word and turn level. After aligning the corpus at the word
605level, we identify each turn interval of each partner in the conversation. Using this method,
606we split the set of 76 segmented conversations into two sets of 38 conversations. We
607extracted features from each segment, and we trained the model on one set of 38 multi-
608segment conversations and tested on the other.
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609In this paragraph, we will explain the specifics of the features extracted from the speech
610from a technical perspective. Casual readers may skip this paragraph. The goal of the speech
611data representation was to enable modeling style in a general way, without making a strong
612assumption about what aspect of the speech signal would carry the socially significant style
613indicators. Thus, a rather broad range of feature types was included while keeping the total
614feature space size to a manageable level for the small amount of data that we had available
615for training. Within each turn the speech was segmented into analysis windows of 50 ms,
616where adjacent windows overlapped by 40 ms. From each analysis window a total of seven
617features were computed: voice probability, harmonic to noise ratio, voice quality, three

618measures of pitch F0;F0raw ;Fenv
0

� �
, and loudness. A 10-bin histogram of feature values

619was computed for each of these features, which was then normalized to sum to 1.0. The
620normalized histogram effectively represents both the values and the fluctuation in the
621features. For instance, a histogram of loudness values captures the variation in the loudness
622of the speaker within a turn. The logarithms of the normalized 10-bin histograms for the
623seven features were concatenated to result in a single 70-dimensional observation vector for
624the turn. These 70 dimensional observation vectors for each turn of any speaker are
625represented in our model as oit where t is turn index and i is speaker index. We used the
626OPENSmile toolkit ( Q10OpenSmile 2012) to compute the features.

627Real versus constructed pairs We set up the validation experiment in such a way as to
628isolate speech style convergence from lexical convergence when we evaluate the perfor-
629mance of our model. We accomplished this by measuring accommodation between (1) Real
630pairs: pairs of humans who had a real conversation and (2) Constructed pairs: constructed
631pairs in which one person from a real conversation is paired with a constructed partner,
632where the partner’s side of the conversation was constructed from turns that occurred in
633other conversations. In particular, for each of the 38 Real pairs in the test corpus, we
634composed two Constructed pairs. Each Constructed pair comprised one student from the
635corresponding Real pair (i.e., the real student) and a Constructed partner that resembled the
636real partner in content but not necessarily style. We did this by iterating through the real
637partner’s turns, replacing each with a turn that matched as well as possible in terms of lexical
638content but came from a different conversation. Lexical content match was measured in
639terms of word overlap. Turns were selected from the other Real pairs. Thus, the Constructed
640partner had similar content to the corresponding real partner on a turn by turn basis, but the
641style of expression could not be influenced by the Real student. Thus, any similarity that
642existed in style would be by chance or because of lexical similarity rather than from speech
643style accommodation.
644Accommodation is a phenomenon that occurs within interactions between speakers; we
645can expect not to observe accommodation occurring between individuals that have never
646met and are not interacting. On average, then, we expect to see more evidence of speech
647style accommodation in pairs of individuals who really interacted than in pairs of individuals
648who did not interact and have never met. Thus, we may evaluate the extent to which our
649model is sensitive to social dynamics within pairs by the extent to which it is able to
650distinguish between true conversations between Real pairs of speakers and synthetic con-
651versation between Constructed pairs. A similar experimental paradigm has been adopted in
652prior work on speech style accommodation (Levitan et al. 2011). The extent to which the
653model returns a higher score for the Real pair than the Constructed pair can be seen as a sign
654of success.
655We computed an accommodation score for each of the Real pairs and Constructed pairs.
656In order to obtain a measure that can be used to compute the extent of accommodation for a
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657session, we compute the most probable style state for each turn from the model using
658by means of the maximum likelihood estimate. The accommodation value as then the
659fraction of turns in a session where the most likely style state of the two partners on
660adjacent turns was computed as the same. We then compared the extent to which the
661model predicted higher accommodation for the Real pair versus the Constructed pairs
662using an ANOVA model with Conversation type (Real vs Constructed) nested within
663Conversations as the Independent variable and Accommodation score as the Dependent
664variable. In this way we make a controlled comparison between real and constructed
665pairs such that we hold constant random factors that vary between conversations. The
666difference was significant F(1, 76)=1.88, p<.05, with the average score for Constructed
667pairs being .52 with a standard deviation of .27, and for Real pairs .62 with a standard
668deviation of .31. The computed accommodation score for each session is what we use
669in the experiment to test the extent to which speech style accommodation positively
670correlates with prevalence of other-oriented transacts below. 671

672Hypothesis test

673Now we evaluate the correlation between the accommodation score and prevalence of
674other-oriented transacts using a linear regression. Rather than trying to locate the exact
675position of transactive statements, we measured the prevalence of other-oriented trans-
676acts. It makes sense to believe that extent of accommodation says something about the
677effort participants in a conversation are making towards building mutual understand-
678ing, which should be reflected in prevalence of other-oriented transacts (de Lisi and
679Golbeck 1999). For this analysis, accommodation scores were assigned to conversa-
680tions through three-fold cross-validation where on each fold, 2/3 of the data was used
681as training data and 1/3 for testing, so that all of the freeform conversations could be
682used in the correlational analysis. Beyond hypothesizing that we should see a signif-
683icant positive correlation between the accommodation score and prevalence of other-
684oriented transacts, we further hypothesized that there will not be a significant corre-
685lation between amount of accommodation and non-social categories of reasoning
686including reasoning statements that are not transactive or transacts that are self-
687oriented.
688Indeed, as displayed in Fig. 2, the finding is exactly what we predict. Since prevalence
689of reasoning, prevalence of transactivity in general (including both self and other-
690oriented transacts) and other-oriented transacts are highly correlated, we do see positive
691correlations between the accommodation score and all three of these measures, however,
692the correlation is only significant in the case of other-oriented transacts (R=.36, p<.05).
693It is not significant in the case of reasoning statements (R=.18, p=n.s.) or transacts in
694general (R=.13, p=n. s.).
695Note that we are not arguing that there is a causal relationship between speech style
696accommodation and other-oriented transacts. Rather, we are saying that speech style
697accommodation is useful for assessment of other-oriented transacts because both are
698caused by the same underlying social processes. In support of this, Table 3 illustrates
699an extended example from a conversation where we see a high degree of speech style
700accommodation using the Dynamic Bayesian Network model. We see in this interaction
701that the two speakers are each working hard to understand where the other is coming
702from. We see this particularly in markers such as “you mean” and “you’re talking
703about”. Thus, although the two speakers are intensely involved in the discussion, and
704they don’t agree with one another, they are working to understand one another, and this

G. Gweon et al.

JrnlID 11412_ArtID 9172_Proof# 1 - 24/04/2013



EDITOR'S PROOF

U
N
C
O
R
R
EC
TE
D
PR
O
O
F

705is reflected both in their high degree of speech style accommodation and in their high
706prevalence of other-oriented transacts.

707Discussion

708In this article, we presented our work toward an automatic detection of transactive contri-
709butions in speech data. As argued above, where this paper makes its contribution beyond a

Fig. 2 Correlation between speech style accommodation and prevalence of other-oriented transacts

t3:1 Table 3 Example interaction between speakers A and B where speech style accommodation is high, and there
is a high prevalence of other-oriented transacts

t3:2 Line Speaker Contribution R/N E/ST/OT

t3:3 52 A It’s based off of internal factors [like the economy] that are the main
cause

R E

t3:4 54 B So, so you mean that the external factors…I mean this is, but this is
what I don’t understand.

N

t3:5 55 You’re talking about how the exter, the internal factors had external
factors just play off,

N

t3:6 56 but maybe are you sure its not also the ex, the internal factors helped
the external factors?

R OT

t3:7 57 A They may help them N

t3:8 58 but there’s no, (PB interrupts) the external factors don’t come in if
there’s not the internal strife.

R OT

t3:9 59 B In…Internal factors already, the internal problems were already there N

t3:10 60 and the external factors, the external problems such as the country,
all the European nations helped insight revolutions and rebellions,

R OT

t3:11 61 and thus, thus they tear, they tore it apart. R ST

t3:12 62 A It’s their own religious differences between the communities that tears
it apart because they all have a sense of nationalism and pride that
they don’t want to be under the Turkish sultan.

R OT

t3:13 63 They want to be their own (B interrupts) place. N

t3:14 64 B And thus they turned to the European nations because the European
nations offered help to gain their own countries.

R ST
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710proof of concept for speech analysis is in illustrating how insights from the social psychol-
711ogy and sociolinguistics of speech style are able to provide a theoretical framework to
712inform the design of computational models for automated assessment of collaborative
713learning processes. As an illustration, we have demonstrated the possibility of measuring
714prevalence of other-oriented transactive contributions in speech recordings from face-to-face
715discussions. This research shows promise that automatically detectable properties of speech,
716such as evidence of stylistic convergences between speakers, can be useful indicators of
717prevalence of other-oriented transacts (r=0.36).
718More importantly we have illustrated a methodology for guarding against learning
719shallow models that miss the underlying structure in the data so that enable the
720models are able to generalize effectively. This work demonstrates that applying
721machine learning for an automated collaborative process analysis task can productive-
722ly leverage insights from social psychology and sociolinguistics. Our future work will
723build on this initial demonstration and seek other ways that we can improve our
724ability to monitor social processes that operate through linguistic communication by
725using theoretically motivated applications of machine learning technology. For exam-
726ple, our reading of this literature points to the importance of considering how social
727interpretation of language requires comparisons between properties of an utterance and
728expectations that arise from individual and group norms. However, these norms are
729also a moving target. And thus as we focus on more challenging assessment tasks
730over large periods of time, we may need to leverage ideas related to social emergence
731in our computational models (Sawyer 2005).
732Earlier work laying a foundation for detection of transactivity in speech (Gweon et
733al. 2011b) began by using a straightforward application of frameworks from prior
734language technologies research that focused on the related problem of emotion
735detection is speech (Kumar et al. 2006), or detection of social processes such as
736flirting (Ranganath et al. 2009). While the results of this earlier work showed a non-
737random correlation between simple speech features used in prior work and a distinc-
738tion between transactive and non-transactive contributions, this paper presents more
739convincing results. Specifically, we leverage insights from the sociolinguistics of
740speech style, which is a literature that explores social interpretations of stylistic shifts
741within an interaction (Eckert and Rickford 2001; Giles 1984). We have discussed the
742theoretical connection between speech style accommodation and transactivity above,
743and that theoretical motivation lead to a positive result of our technical approach, as
744demonstrated in the results we presented above.
745One limitation of the current work is that it was conducted using data from short
746argumentative interactions between pairs of male students who were close to one
747another in age. The very narrowly defined scope of contextual factors might very well
748have affected the amount of speech style accommodation we see, and might also
749affect the strength of connection between speech style accommodation and prevalence
750of other-oriented transacts. In our future work we will investigate the generality of the
751finding across a much wider variety of tasks and interaction contexts in terms of
752group composition with respect to age and gender. Furthermore, it would be interest-
753ing to investigate the extent to which the pattern we have identified might be specific
754to certain cultures.
755Finally, although a major advantage of the unsupervised DBN modelling approach we
756have used is generality across contexts, we have only evaluated the predictive validity of
757its computed Accommodation score in this one context. Thus, and important part of our
758follow-up work will be testing the generality of this approach across contexts.
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