
U
N
C
O
R
R
EC
TE
D
PR
O
O
F

1
2

4Automatic coding of dialogue acts
5in collaboration protocols

6Gijsbert Erkens & Jeroen Janssen

7Received: 17 May 2007 /Accepted: 18 August 2008
8# The Author(s) 2008. This article is published with open access at Springerlink.com

11Abstract Although protocol analysis can be an important tool for researchers to investigate
12the process of collaboration and communication, the use of this method of analysis can be
13time consuming. Hence, an automatic coding procedure for coding dialogue acts was
14developed. This procedure helps to determine the communicative function of messages in
15online discussions by recognizing discourse markers and cue phrases in the utterances. Five
16main communicative functions are distinguished: argumentative, responsive, informative,
17elicitative, and imperative. A total of 29 different dialogue acts are specified and recognized
18automatically in collaboration protocols. The reliability of the automatic coding procedure
19was determined by comparing automatically coded dialogue acts to hand-coded dialogue
20acts by a human rater. The validity of the automatic coding procedure was examined using
21three different types of analyses. First, an examination of group differences was used
22(dialogue acts used by female versus male students). Ideally, the coding procedure should
23be able to distinguish between groups who are likely to communicate differently. Second, to
24examine the validity of the automatic coding procedure through examination of
25experimental intervention, the results of the automatic coding procedure of students, with
26access to a tool that visualizes the degree of participation of each student, were compared to
27students who did not have access to this tool. Finally, the validity of the automatic coding
28procedure of dialogue acts was examined using correlation analyses. Results of the
29automatic coding procedure of dialogue acts of utterances (form) were related to results of a
30manual coding procedure of the collaborative activities to which the utterances refer
31(content). The analyses presented in this paper indicate promising results concerning the
32reliability and validity of the automatic coding procedure for dialogue acts. However,
33limitations of the procedure were also found and discussed.
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37Introduction

38Researchers seem to agree that the interaction between group members is the mechanism
39which fosters students’ learning during collaborative learning, whether online or face-to-
40face (cf., De Wever et al. 2006; Kreijns et al. 2003). During computer-supported
41collaborative learning (CSCL), the interaction between group members is recorded in
42protocols of the online collaboration process. The study of these protocols has been the
43focus of much research. Research on the process of collaboration seeks to determine which
44types of interactions contribute to students’ learning. Initial analyses of CSCL processes
45focused on surface level characteristics of the communication, such as the number of
46messages sent (Strijbos et al. 2006). However, over the last 15 years elaborated analyses of
47communication protocols have increasingly been used to study collaboration processes
48(Hara et al. 2000; Rourke and Anderson 2004). These types of analyses have yielded
49important information about how students communicate during online collaborative
50learning and which kinds of communication are more conducive to learning (Strijbos et al.).
51By studying collaboration protocols of students chatting about historical concepts, for
52example, Van Drie et al. (2005) were able to demonstrate that elaborative and co-
53constructive communication contribute to students’ learning.

54Recent attempts to automatically code online collaboration

55Although the study of collaboration protocols is important for furthering our understanding
56about how and why collaborative learning influences students’ learning processes, the
57development of a method that can be used to analyze communication protocols can be
58difficult. A coding system has to be developed based on theoretical motivations and then
59tested (e.g., with respect to reliability and validity of the system). Furthermore, the process
60of analyzing a great number of protocols can be time consuming because in a typical CSCL
61study many groups are studied. These groups often produce extended protocols. The
62researcher’s task becomes even more challenging when the coding scheme that is used
63contains more than one dimension. Van Drie et al. (2005), for example, used a coding
64scheme which contained four different dimensions, whereas Weinberger and Fischer (2006)
65even used a coding system with seven dimensions. It is not difficult to imagine that coding
66a large corpus of data with these kinds of elaborate coding systems is very time consuming
67(Dönmez et al. 2005; Rosé et al. 2008). Several researchers have therefore devoted their
68attention to developing techniques for automatically coding (parts or aspects of)
69collaboration protocols. Before discussing our own system for automatically coding
70collaboration protocols, we will first consider a number of other approaches.
71A number of researchers have explored the possibilities of using keywords and key
72phrases or dictionaries to characterize the patterns of electronic communication. Such an
73approach assumes that in written language, users express all of their intended meaning in
74the written message since nonverbal cues (e.g., body language, gestures) are unavailable
75during such communication. Therefore, keywords or key phrases may be formulated that
76express certain linguistic (e.g., use of first, second, or third person pronouns) or
77psychological functions (e.g., expressing positive or negative emotions) of language.
78Computerized methods of text analysis may be used to identify occurrences of such
79keywords or phrases. An example of such an approach is the Linguistic Inquiry and Word
80Count (LIWC) system developed by Pennebaker and colleagues (cf., Pennebaker et al.
812007). Although there is evidence that the LIWC system can be used to validly measure the
82emotional content of written messages (cf., Alpers et al. 2005), this approach has been
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83criticized for several reasons. First, the LIWC system has been characterized as shallow
84because one can question whether simply counting occurrences of words such as “grief,”
85“happy,” and “afraid” can be used to determine whether the author expresses positive or
86negative emotions without taking the context of the message into account (cf., Alpers et al.
872005; Rosé et al. 2008). A second criticism has to do with the fact that the LIWC system
88does not classify messages into categories; instead it provides frequencies or proportions
89that tell the researcher how many times the analyzed text has matched keywords or key
90phrases included in a LIWC category (Rosé et al.). It is, therefore, possible that the same
91message may match keywords in more than one category (e.g., “I hate these so-called
92happy occasions”). A final criticism with respect to such an approach is that the
93collaborative processes CSCL researchers often are interested in (e.g., depth and quality
94of argumentation, integration and co-construction of knowledge by multiple group
95members) may be too complex to be captured by isolated keywords (Rosé et al.).
96An approach comparable to the LIWC system has been developed by Law et al. (2007).
97They have developed a CSCL discourse assessment tool called Visual Intelligent Content
98Analyzer (VINCA) which was used to identify keywords that were indicative of students’
99cognitive and metacognitive engagement. Law et al. (2007), for example, established that
100keywords such as “think,” “feel,” and “believe” could be used to signal reflection during
101discussion. While VINCA is similar to the LIWC system in that it can give frequencies and
102proportions of matched keywords, Law et al. also see their system as an aid which can help
103researchers code their protocols. VINCA can, for example, highlight keywords or key
104phrases to assist the researcher during the coding process or can even assign preliminary
105codes to messages that can later be checked by the researcher.
106The described approaches of Pennebaker et al. (2007) and Law et al. (2007) represent
107attempts to code protocols based on keywords and key phrases that have been defined a
108priori. Recently, other researchers have attempted to develop systems based on already
109coded discourse corpora. Goodman et al. (2005) and Soller (2004), for example, have
110applied computational linguistics and machine learning techniques (e.g., Hidden Markov
111Models, Multidimensional Scaling) to coded online interactions to train their systems to
112recognize effective and ineffective collaboration. A similar approach was also followed by
113Dönmez et al. (2005) and Rosé et al. (2008). In their research these authors attempted to
114develop a system that would be able to code collaboration protocols according to the
115system of Weinberger and Fischer (2006). They, too, used computational linguistics
116techniques to detect regularities in a corpus of coded discourse. Their analysis of the
117functioning of the system shows that such a system can yield good results when compared
118to messages coded by a human coder (i.e., relatively little errors were made). The work by
119Goodman et al., Rosé et al., and Soller shows that the CSCL community can take advantage
120of the advances that have been made in computational linguistics to assist in the automatic
121analysis of online collaboration.

122Analysis of online communication based on dialogue acts

123In the field of computational linguistics, a lot of work has been done in automatically
124recognizing, learning, or applying useful clue phrases or other linguistic characteristics (like
125prosody) for dialogue act tagging of spoken or transcribed utterances (e.g., Heeman et al. 1998;
126Hutchinson 2004; Reichman 1985; Samuel et al. 1999; Stolcke et al. 2000). The procedure
127described in this article aims to automatically code dialogue acts in collaboration protocols.
128Our procedure for automatically coding dialogue acts started as a tool to support manual
129coding of dialogue acts of utterances. It has been used, elaborated, and refined in several
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130research projects (e.g., Erkens et al. 2005; Janssen et al. 2007a). In these studies, students
131collaborated in small groups in a CSCL environment on research or inquiry tasks for the
132subjects of history and language arts. During these studies, students worked in small
133groups, studied information sources, constructed argumentative diagrams, and co-authored
134essays about their findings. Erkens et al. used the system to investigate the effects of
135planning tools on the process of collaboration and coordination in a CSCL environment.
136Janssen, Erkens, and Kanselaar used the developed system for automatic coding to give
137immediate feedback to students about their collaborative process. In all studies the
138reliability of the automatic coding was checked in comparison to manual coding. Although
139these studies showed the usefulness and reliability of the developed system, first for
140supporting manual coding and later for almost fully automatically coding dialogue acts, the
141validity of the system has not been systematically analyzed. As several researchers have
142rightly pointed out (cf., De Wever et al. 2006; Krippendorff 1980; Rourke and Anderson
1432004), careful examination of the reliability and validity of any system for coding
144collaboration protocols is a necessary step to ensure reliable and valid research results.
145After describing the automatic coding procedure, the other sections of this article will,
146therefore, address the reliability and validity of the procedure.
147The developed coding system identifies “dialogue acts,” that is, the communicative
148function of each utterance typed by students during online collaboration and communica-
149tion. The Dialogue Act Coding system (DAC) has a long history of about 20 years. The
150system is based on an earlier system, the Verbal Observation System, for manual coding of
151communicative function and content of utterances in dialogues between cooperating
152students. The Verbal Observation System was meant to analyze students working together
153on cooperative problem solving tasks (Kanselaar and Erkens 1996). The coding of
154communicative function and dialogue acts of the Verbal Observation System is based on
155research on discourse analysis by Burton (1981), and Barnes and Todd (1977), the analysis
156of discourse markers by Schiffrin (1987), and the analysis of question answering by Lehnert
157(1978). In the DAC system it is assumed that language users, in most cases, signal the
158intended meaning and interpretation of their utterances to their discourse partners by means
159of explicit “discourse markers” or “clue phrases” (Reichman 1985). Discourse markers are
160characteristic words signaling the communicative function of a phrase in conversation in
161natural language (Schiffrin 1987). For example, the word “because” at the beginning of an
162utterance usually indicates that the utterance is meant to be interpreted as an argumentative
163reason. Discourse markers are used to obtain coherence in spoken text by signaling the
164function of the following part of an utterance by an idiomatic phrase or word (Byron and
165Heeman 1997). In this way, discourse markers set up expectations of the pragmatic role that
166the following part of the utterance will play in the dialogue. Heeman et al. (1998) found that
167in a corpus of (English spoken) task-oriented dialogues, 68% of the utterances were
168prefixed by a discourse marker (e.g., acknowledgements, such as “oh” and “yes”). Other
169discourse markers can occur within the utterance itself and function internally, for example,
170as speech repair (e.g., “well” in Heeman et al. 1998) or as approximation (e.g., “like” in
171Zufferey and Popescu-Belis 2004). In the DAC system most discourse markers used are
172located at the beginning of the utterance, and mark a structural boundary or sequential
173dependency (Louwerse and Mitchell 2003). This way they can also be used to determine
174the beginning of utterances. The underlying assumption of all research on dialogue act
175tagging by means of discourse markers or clue phrases is that a limited set of discourse
176markers exists in a language, that, although dynamically changing over time and (sub)
177culture, are being used by speakers to establish coherence in their talk. If it is a limited set,
178they can in principle also be recognized by a computer system.
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179In the DAC system five main communicative functions of dialogue acts are
180distinguished: (1) Argumentative (indicating a line of argumentation or reasoning), (2)
181Responsive (e.g., confirmations, denials, and answers), (3) Elicitative (questions or
182proposals requiring a response), (4) Informative (transfer of information), and (5)
183Imperative (commands). We will describe the different communicative functions of
184dialogue acts using the example given in Table 1. This Table contains a fragment of two
185girls and a boy collaborating on a historical inquiry task.
186Argumentative dialogue acts represent a temporal, causal, or inferential relation between
187utterances and use conjuncts such as “but,” “because,” and “therefore” as a discourse
188marker (Fraser 1999; Heeman et al. 1998). In Table 1, examples of this can be found in
189lines 4 and 8. In line 4, student 206 expresses a consequential line of argumentation using
190the word “then,” while in line 8, she gives a counterargument using the word “but.”
191Responsive dialogue acts have a backward-looking relation to an earlier utterance while the
192other four functions are forward looking and give new information (Louwerse and Mitchell
1932003). Responsive utterances react or refer to preceding utterances (e.g., the response by
194student 206 in line 7). Elicitative dialogue acts request a response from the dialogue partner
195and consist of proposals to act or questions for information (Graesser and Person 1994;
196Lehnert 1978). In Table 1, student 204 asks what the other student is doing in line 6. The
197system codes this as an open question (EliQstOpn). Informative dialogue acts are
198statements transmitting new information (e.g., lines 5 and 9) or evaluations (e.g., line 11).
199Imperative dialogue acts request an action to be fulfilled by the dialogue partner. An
200imperative action (ImpAct), for instance, indicates a commanding utterance with regard to a
201specific action to be taken by other group members. In line 3, for example, student 204
202instructs the other student to study the historical sources carefully for useful quotes. A total
203of 29 different dialogue acts are specified. For an overview of all the dialogue acts defined
204by the system, the reader is referred to Table 2.

205Research questions that can be answered using the DAC system

206Before describing how our system tries to automatically classify messages into the dialogue
207acts described above, it is useful to consider which research questions can be examined
208using the DAC system. Kanselaar and Erkens (1995, 1996) describe how the hand-coded

t1.1Table 1 Example of a coded online collaboration protocol (translated from Dutch)

Line Student Message Dialogue
act

Function t1.2

1 206 I’ll see if I find some quotes in the sources InfStmAct Inform t1.3
2 204 Yeah, ∼ ResCfm Respond t1.4
3 204 but look carefully for these quotes! ImpAct Command t1.5
4 206 Then we’ll name the other category, the Martyrs category ArgThn Argue t1.6
5 204 In every source an important person is mentioned InfStm Inform t1.7
6 204 And what are you doing now? EliQstOpn Elicit t1.8
7 206 Reading ResRplStm Reply t1.9
8 206 But I think we also have to make a different category

about the Greek and Roman antiquity
ArgCnt Argue t1.10

9 205 I also have sources about that InfStm Inform t1.11
10 204 Ok, ∼ ResCfm Respond t1.12
11 204 Good idea InfEvlPos Inform t1.13

Computer-Supported Collaborative Learning

JrnlID 11412_ArtID 9052_Proof# 1 - 04/09/2008



U
N
C
O
R
R
EC
TE
D
PR
O
O
F

t2
.1

T
ab

le
2

O
ve
rv
ie
w

of
di
al
og
ue

ac
ts
,
co
di
ng

ca
te
go
ri
es
,
an
d
ex
am

pl
es

of
di
sc
ou
rs
e
m
ar
ke
rs

(t
ra
ns
la
te
d
fr
om

D
ut
ch
)

C
om

m
un
ic
at
iv
e
fu
nc
tio

n
D
ia
lo
gu
e
ac
t

S
pe
ci
fi
ca
tio

n
C
od
e

D
es
cr
ip
tio

n
D
is
co
ur
se

m
ar
ke
r,
i.e
.

t2
.2

A
rg
um

en
ta
tiv

es
R
ea
so
n

A
rg
R
sn

R
ea
so
n,

gr
ou
nd

“B
ec
au
se

...
”

t2
.3

C
on
tr
a

A
rg
C
nt

C
ou

nt
er
ar
gu

m
en
t

“H
ow

ev
er
,
...
”

t2
.4

R
ea
so
ni
ng

C
on
di
tio

na
l

A
rg
C
on

C
on
di
tio

n
“I
f
...
”

t2
.5

T
he
n

A
rg
T
hn

C
on

se
qu
en
ce

“T
he
n
...
”

t2
.6

D
is
ju
nc
tiv

e
A
rg
D
is

D
is
ju
nc
tiv

e
“O

r
...
”

t2
.7

C
on
cl
us
io
n

A
rg
C
cl

C
on

cl
us
io
n

“S
o,

...
”

t2
.8

E
la
bo
ra
tio

n
A
rg
E
la

C
on
tin

ua
tio

n
“F
ur
th
er
m
or
e,

...
”

t2
.9

R
es
po
ns
iv
es

C
on
fi
rm

at
io
n

R
es
C
fm

C
on
fi
rm

at
io
n
of

in
fo

“R
ig
ht
”

t2
.1
0

D
en
y

R
es
D
en

R
ef
ut
at
io
n
of

in
fo

“N
o”

t2
.1
1
R
ea
ct
io
n,

or
re
sp
on
se

to
an

ut
te
ra
nc
e

A
cc
ep
ta
tio

n
R
es
A
cc

A
cc
ep
ta
nc
e
of

in
fo

“O
h”

t2
.1
2

R
ep
ly

to
an

el
ic
ita
tiv

e
C
on
fi
rm

R
es
R
pl
C
fm

A
ff
ir
m
at
iv
e
re
pl
y

“S
ur
e”

t2
.1
3

D
en
y

R
es
R
pl
D
en

N
eg
at
iv
e
re
pl
y

“N
o
w
ay
”

t2
.1
4

A
cc
ep
t

R
es
R
pl
A
cc

A
cc
ep
tin

g
re
pl
y

“O
ka
y”

t2
.1
5

S
ta
te
m
en
t

R
es
R
pl
S
tm

S
ta
te
m
en
t
re
pl
y

“
...
”

t2
.1
6

P
er
fo
rm

at
iv
e

R
es
R
pl
P
er

P
er
fo
rm

at
iv
e
re
pl
y

“T
ha
nk
s”

t2
.1
7
In
fo
rm

at
iv
es

P
er
fo
rm

at
iv
e

In
fP
er

A
ct
io
n
pe
rf
or
m
ed

by
sa
yi
ng

it
“H

el
lo
”

t2
.1
8
T
ra
ns
fe
r
of

in
fo
rm

at
io
n

E
va
lu
at
io
n

N
eu
tr
al

In
fE
vl
N
eu

N
eu
tr
al

ev
al
ua
tio

n
“.
..e
as
y
...
”

t2
.1
9

P
os
iti
ve

In
fE
vl
P
os

P
os
iti
ve

ev
al
ua
tio

n
“N

ic
e!
”

t2
.2
0

N
eg
at
iv
e

In
fE
vl
N
eg

N
eg
at
iv
e
ev
al
ua
tio

n
“A

w
fu
l
...
”

t2
.2
1

S
ta
te
m
en
t

In
fS
tm

Ta
sk

in
fo
rm

at
io
n

“
...
”

t2
.2
2

A
ct
io
n

In
fS
tm

A
ct

A
nn

ou
nc
em

en
t
of

ac
tio

ns
“I
’l
l
do

...
”

t2
.2
3

S
oc
ia
l

In
fS
tm

S
oc

S
oc
ia
l
st
at
em

en
t

“L
ov

e
yo

u
...
”

t2
.2
4

N
on
se
ns
e

In
fS
tm

N
on

N
on
se
ns
e
st
at
em

en
t

“g
rr
um

pp
ph
h”

t2
.2
5
E
lic
ita
tiv

es
Q
ue
st
io
n

V
er
if
y

E
liQ

st
V
er

Y
es
/n
o
qu
es
tio

n
“A

gr
ee
?”

t2
.2
6
U
tte
ra
nc
es

re
qu
ir
in
g
a
re
sp
on
se

S
et

E
liQ

st
S
et

S
et

qu
es
tio

n/
m
ul
tip

le
ch
oi
ce

“.
...

or
...
.?
”

t2
.2
7

O
pe
n

E
liQ

st
O
pn

O
pe
n
qu

es
tio

n
“W

hy
?”

t2
.2
8

P
ro
po

sa
l

A
ct
io
n

E
liP

rp
A
ct

P
ro
po

sa
l
fo
r
ac
tio

n
“L

et
’s
ch
an
ge

...
”

t2
.2
9
Im

pe
ra
tiv

es
A
ct
io
n

Im
pA

ct
O
rd
er

fo
r
ac
tio

n
“W

8!
”

t2
.3
0
C
om

m
an
di
ng

ut
te
ra
nc
es

F
oc
us

Im
pF

oc
O
rd
er

gr
ou
p
m
em

be
r
to

fo
cu
s

“H
ey
!”

t2
.3
1

G. Erkens, J. Janssen

JrnlID 11412_ArtID 9052_Proof# 1 - 04/09/2008



U
N
C
O
R
R
EC
TE
D
PR
O
O
F

209DAC system was used to gain insight into the processes that occur between students during
210collaborative problem solving. They studied dyads working on the “Camp puzzle,” a kind
211of logical problem that requires students to combine different information. Kanselaar and
212Erkens found that dyads were mostly busy exchanging information, confirming or
213acknowledging their partner’s contributions, and giving arguments. Contrary to their
214expectations, dyad members asked relatively few questions, and if they did, they were
215mostly aimed at checking the exchanged information. From this, Kanselaar and Erkens
216(1995) concluded that dyad members use different dialogue acts to coordinate their
217collaboration. Asking verification questions and confirming or acknowledging the partner’s
218contribution, for example, are used as checking procedures, while argumentative dialogue
219acts are mostly used for negotiation of knowledge and meaning. Kanselaar and Erkens
220(1996) extended these findings by conducting statistical sequential analyses of the
221dialogues that give a deeper insight into patterns of collaboration.
222Van Boxtel et al. (2000) also used an adapted version of the DAC system to study the
223effects of two different collaborative tasks (a concept-mapping task versus a poster task) on
224students’ interaction. They found that this interaction was mostly characterized by
225statements, arguments, and questions. Interestingly, Van Boxtel et al. found that students
226who scored high on a pretest formulated more arguments during the interaction.
227The system can also be used to investigate the effects of different support tools on
228students’ collaboration and coordination. Erkens et al. (2005), for example, studied the
229effects of two planning tools for writing (an argumentative diagram and an outline tool).
230Erkens et al. found few effects of the tools on use of dialogue acts and on coordinative
231activities. They were, however, able to demonstrate that some coordination strategies
232correlated with the quality of the group texts. Use of argumentative dialogue acts during
233online discussion, for example, correlated positively with text quality. In conclusion, the
234DAC system may be used to answer a number of important research questions.

235Automatic coding of dialogue acts

236To automatically code a protocol and identify which dialogue acts are used during
237collaboration, the Multiple Episode Protocol Analysis (MEPA) computer program is used
238(Erkens 2005). This program can be used for the analysis and manual coding of
239discussions. Additionally, the program offers facilities for automatic support of coding.
240Over the years, a production rule system has been developed that automatically categorizes
241utterances into dialogue acts. A set of if-then rules uses pattern matching to look for typical
242words or phrases, in this case for discourse markers or clue phrases. Examples of discourse
243markers are given in Table 2. The developed production rule system consists of a rule
244system for automatic segmentation of combined utterances in single messages (300 rules)
245and a rule system for dialogue act coding (1,250 rules). In this way, MEPA is able to code a
246protocol consisting of 1,000 utterances in less than a second.
247The rule system for segmentation of utterances (Segmentation filter) scans chat
248contributions for punctuation characters (i.e., “?,” “!,” “.”), connectives (“however,” ”so,”
249“but”), and starting discourse markers (“well,” “on the other hand”). The utterance is split
250before or after the marker. Exception rules prevent segmentation when the same markers are
251used in situations that do not signal new contributions. For example, the use of full stops in
252abbreviations, or the non-connective uses of “but” in utterances such as “we proceed slowly
253but surely.”
254The Dialogue Act Coding filter (DAC filter) is used after segmentation of the utterances
255and labels messages with dialogue act codes based on recognition of discourse marking
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256words, phrases, idiom, or partial phrases. In the DAC filter discourse markers are used that
257signify the communicative function of the message. Exception rules are used to prevent
258triggering of same markers that signify other functions. In the coding of responsive
259utterances not only discourse markers are used in the coding rules but also information
260about the context of the surrounding dialogue. A replying response is defined as a response
261that is referring to a preceding explicit elicitative utterance like a question or a proposal
262from a discourse partner other than the speaker. The production rules, therefore, check if the
263responsive message is preceded by a question or proposal from somebody else. In Table 1
264only the responsive in line 7 is preceded by a partner’s question and coded as a reply
265(ResRplStm).
266If the system does not find a discourse marker in a message, the message is coded by the
267label InfStm? as a default catch-all. The InfStm? statements should not be confused with
268information statements (InfStm). The latter ones can be considered “real” information
269statements, whereas the former ones are statements for which the system does not find a
270matching discourse marker and should be checked if the message actually is an information
271statement. After the automatic coding, InfStm? coded messages are checked and coded
272manually, thus preventing erroneous coding of messages for which no known discourse
273marker was found. Although this means the researcher still has to check and code some
274parts of the protocol (about 10%), his/her job is simplified because large parts of the
275protocol are already coded and the uncoded parts can be easily found. However, this does
276not guarantee the DAC filter does not make any “mistakes.” We will go into more detail
277about this in the section about the reliability of the system. Also, sometimes a “new”
278discourse marker is found that can be used to classify a dialogue act. This discourse marker
279will usually be added to the DAC filter.
280Although automatic coding can dramatically speed up the coding process, several
281practical and methodological issues need to be addressed. One such practical issue concerns
282the language of the DAC filter. The filter was designed for the Dutch language, and
283although a procedure based on recognizing discourse markers and cue phrase can be used
284for other languages, it will take some time to translate the system or to develop a new one.
285The fact that the automatic coding procedure can only be used for content and observational
286variables that can be indicated by specific marker words, phrases, or actions, is another
287limitation of our approach. The system we propose is not suited for more interpretive
288variables. Researchers interested in, for example, detailed accounts of the different roles
289that group members perform, will find the automatic coding procedure less suitable to their
290needs, since these types of analyses usually involve more interpretation of students’
291messages and actions. A final limitation lies in the fact that the system codes most
292utterances in isolation; that is, the system does not take the preceding or following
293utterances into account when coding an utterance (the coding of replies is an exception to
294this). This may lead to errors because analyzing interaction often requires an interpretation
295of the context within which an utterance was used. When necessary, however, filter rules
296can be specified to take preceding or following utterances into account.
297An important methodological issue, therefore, concerns the reliability of the system
298(Dönmez et al. 2005; Rosé et al. 2008). Of course, stability in coding is not at stake. The
299DAC filter will apply the same rules in the same manner every time and will result in the
300same coding for the same messages (except if new rules are added in the meantime). One
301aim of this article is to examine the reliability of the automatic coding system by conducting
302an error analysis (i.e., comparing automatic coded protocols to manually coded protocols).
303Another methodological issue is the validity of the coding procedure (De Wever et al. 2006;
304Rourke and Anderson 2004). Rourke and Anderson have outlined three types of analyses
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305which can provide information about the validity of the automatic coding procedure. The
306second aim of this article is, therefore, to examine the validity of the automatic coding
307procedure by performing these three types of analyses.

308Research questions

3091. Investigation of reliability: Is the automatic coding of dialogue acts reliable when
310compared to manual coding of dialogue acts?
3112. Investigation of validity by examining group differences: Is the automatic coding
312procedure able to identify differences between two different groups of language users
313(male and female students)?
3143. Investigation of validity by examining the effects of an experimental intervention: Is
315the automatic coding procedure able to identify effects of an experimental intervention?
3164. Investigation of validity by performing correlation analyses: Is the automatic coding
317procedure able to detect expected correlations with a different, manual coding system?

318Method and instrumentation

319Design

320Data from two studies were used. For a more detailed description of both studies, the reader
321is referred to Janssen et al. (2007a) for Study 1, and to Janssen et al. (2007a) for Study 2.
322During these two studies, students collaborated in small groups in a CSCL environment on
323inquiry tasks for the subject of history (see the Task and Materials section below). As a part
324of these studies, the collaborative process between the participating students was captured
325in log files. While these log files were manually coded using a different coding scheme, the
326collaborative process can also be analyzed with the automatic coding procedure. The data
327collected in the two studies thus constituted a corpus of student collaboration that could be
328used for the analysis of the reliability and validity of the coding procedure. These studies
329were not set up to specifically address these issues. Rather, we saw the data from these
330studies, after they had been conducted, as an opportunity to address the reliability and
331validity of the automatic coding procedure.

332Participants

333Participants were 11th-grade students from several secondary schools in The Netherlands
334(Study 1: N=69; Study 2: N=117). These students were enrolled in the second stage of the
335pre-university track. Both studies were carried out in the subject of history. During the
336experiments students collaborated in groups of two, three, or four; students were randomly
337assigned to their groups by the researchers.

338Tasks and materials

339Students collaborated in a CSCL environment named Virtual Collaborative Research
340Institute (VCRI). The VCRI program is a groupware program designed to facilitate
341collaborative learning. For example, students can read the description of the group task and
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342search for relevant information using the Sources tool. This information can be
343communicated and shared with group members, using the synchronous Chat tool. To
344write research reports and argumentative texts or essays, students can use the Cowriter
345which can be used by students to work simultaneously on the same text. Students
346collaborated on a historical inquiry group task for eight lessons. The groups had to use
347different historical and (more) contemporary sources to answer questions and co-author
348argumentative texts. Students were instructed to use the VCRI program to communicate
349with group members.

350Research question 1: Examining reliability by comparing automatic and manual coding
351of dialogue acts

352Inter-rater reliability is a critical concern with respect to the analysis of collaboration
353protocols and addresses the question of the objectivity of the coding procedure (De Wever
354et al. 2006). The important question to answer is whether if a human coder codes a
355protocol, he or she would assign the same codes as the DAC filter would (Rourke et al.
3562001). To answer this question, two random segments of 500 chat messages each from
357Study 2 were coded using the DAC filter. The same 1,000 messages were coded by a
358human coder. This human coder was familiar with the DAC coding system and used the
359descriptions of the 29 dialogue acts to classify each chat message. The human coder
360interprets not only discourse markers but also the content and discourse context of the
361utterance to determine whether a message actually can be coded with a dialogue act
362code.

363Research question 2: Examining validity by examining group differences

364Examination of group differences can contribute to the validation of the automatic coding
365procedure (Rourke and Anderson 2004). The coding procedure should be able to
366distinguish between groups who communicate differently. For example, it has been shown
367quite extensively in face-to-face and computer-mediated collaboration, that women
368communicate differently than men do (Leaper and Smith 2004; Ridgeway 2001; Van der
369Meij 2007). Women are more likely to use affiliative language (e.g., indicating agreement,
370giving praise), while men are more likely to use assertive language (e.g., instructing others,
371giving arguments, indicating disagreement). Thus, the automatic coding procedure should
372be able to demonstrate that women use different dialogue acts than men do.
373In order to demonstrate whether the automatic coding procedure was able to detect the
374expected gender differences during online communication, the communication of the
375female students in Study 1 was compared to the communication of the male students. It was
376expected that male students would use more assertive language during online collaboration,
377while female students were expected to use more affiliative language. Dialogue acts that
378signal affiliative language are confirmations, acceptations, and positive evaluations.
379Dialogue acts that signal assertive language are argumentatives, denials, negative
380evaluations, informative statements, and imperatives.
381Of the participating students, 40 were female and 25 were male (a group of two students
382was excluded from the analysis because they attended only three of the eight lessons).
383These students collaborated in 21 different groups of which 16 were female dominated (i.e.,
384the group consisted of more female than male students), and five were male dominated (i.e.,
385more male than female students). The students produced 19,889 chat messages, which were
386automatically coded using the DAC filter.
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387Research question 3: Examining validity by examining the effects of experimental
388intervention

389Experimental intervention may also be used to examine the validity of the automatic coding
390procedure (Rourke and Anderson 2004). Using this strategy, an attempt is made to modify
391students’ behavior. It is then examined whether these changes in behavior can be detected
392using the instrument to be validated. During Study 1 some students had access to the
393Participation tool, whereas others did not. This tool visualizes how much each group
394member contributes to his or her group’s online communication (see Fig. 1). In the
395Participation tool, each student is represented by a sphere. The tool allows students to
396compare their participation rates to those of their group members. It was assumed that the
397tool would influence group members’ participation, and the quality of their online
398communication (cf., Janssen et al. 2007b) because it gives feedback about group members’
399participation during the collaboration (e.g., Is there equal participation in our group?) and
400allows them to compare themselves to other group members. This may raise group
401members’ awareness about their collaboration and may stimulate group discussions about
402the collaborative process. Group members may, for example, discuss effectively planning
403their collaboration. Furthermore, this could draw students’ attention to the quality of their
404discussion, and may, for example, encourage them to engage in more elaborate sequences
405of argumentation. On the other hand, it could be argued that by focusing students on the
406quantity of their contributions, instead of the quality, students could be stimulated to type
407more, but lower quality contributions (e.g., students try to manipulate the visualization by
408typing a lot of nonsense messages). This is possible, but because teachers as well as group
409members monitor the chat discussions, such behavior will probably be addressed.

Fig. 1 Screenshot of the participation tool
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410In order to demonstrate the validity of the automatic coding procedure, it should be able
411to demonstrate differences between students with and without access to the Participation
412tool. When we analyzed the effects of the tool by manually coding students’ collaborative
413activities we found that the tool stimulated students to discuss more about regulation and
414coordination of their collaboration, and to send more greetings. On the other hand, the
415Participation tool decreased students’ tendency to engage in social talk (e.g., joking,
416swearing), decreased the number of misunderstandings between students, and decreased the
417number of nonsense statements (see Janssen et al. 2007b). The tool thus had an influence
418on the way students collaborate. The aim of this research question is to investigate whether
419these changes can also be detected by automatically coding the same protocols but with a
420focus on students’ use of dialogue acts.

421Research question 4: Examining validity by performing correlation analyses

422Finally, correlation analyses can be used to establish the validity of the automatic coding
423procedure (Rourke and Anderson 2004). During such an analysis, it is attempted to
424demonstrate that the results of the automatic coding procedure are consistent with
425measurements of a similar or related construct through other methods. In order to do so,
426the results of the automatic coding procedure of dialogue acts were correlated with the
427results of a manual coding procedure of collaborative activities.
428In contrast to the automatic coding procedure, the manual coding was not focused on
429dialogue acts (the communicative function of utterances in the dialogue of the students), but
430on collaborative activities (the aim and function of the utterances in the collaboration
431process). Whereas the dialogue act coding is based on the pragmatic, linguistic features of
432the utterances in the dialogue between the students (form), the coding of collaborative
433activities is based on the content of the utterances. The aim of this manual coding was to
434provide insight into the task- and group-related processes taking place between students
435while working together. When students collaborate on an inquiry task, they need to
436exchange their ideas and opinions or ask questions (Dennis and Valacich 1999; McGrath
4371991). In the chat fragment provided in Table 1, lines 5 and 7 constitute examples of
438students exchanging information.
439On the other hand, collaboration also involves a social dimension. Students have to
440perform social and communicative activities that establish group well-being (Kreijns et al.
4412003). Therefore, the manual coding scheme also contains several codes that refer to the
442social aspect of collaboration, such as greeting each other, engaging in activities that
443contribute a positive group climate (e.g., joking, social talk), or expressing and maintaining
444shared understanding. In the fragment provided earlier, lines 2 and 10 constitute examples
445of students expressing shared understanding (“Yeah,” “Ok”).
446Collaboration requires considerable coordination and regulation of these activities (Erkens
447et al. 2005). Metacognitive activities that regulate task performance (e.g., making plans,
448monitoring task progress) are considered important for online collaboration. Moreover, the
449social dimension of collaboration has to be coordinated and regulated as well (Manlove et al.
4502006). For instance, students have to discuss and plan their collaboration, monitor their
451collaboration, and evaluate their collaborative process. Thus, the manual coding scheme for
452collaborative activities also contained codes that referred to the regulation and coordination of
453task-related and social activities. In line 6 of the fragment, student 204 asks what the other
454student is doing. This can be considered an example of monitoring the task process.
455In total, the manual scheme contains four dimensions: task-related activities, regulation
456of task-related activities, social activities, and regulation of social activities. Each

G. Erkens, J. Janssen

JrnlID 11412_ArtID 9052_Proof# 1 - 04/09/2008



U
N
C
O
R
R
EC
TE
D
PR
O
O
F

457dimension contains two or more collaborative activities. In total, the scheme consists of 15
458categories (see Table 3). It is important to note that the unit of analysis for the manual
459coding scheme for collaborative activities is the same as in the system for automatic coding
460of dialogue acts. The application of the segmentation filter precedes the actual coding
461(whether automatically or by hand). This ensures a comparability of the units of analysis.
462The manual coding of collaborative activities was done before the automatic coding of
463dialogue acts. The reliability of the manual coding scheme for collaborative activities has
464been determined in both Study 1 and Study 2 by two independent coders (Study 1: Cohen’s
465kappa reached .86, based on 601 segments; Study 2: Cohen’s kappa reached .94, based on
466796 segments).
467Several collaborative activities can be expected to be realized by using certain types of
468dialogue acts. Positive correlations between those collaborative activities and those types of
469dialogue acts are, therefore, expected to occur. For the current analysis, the manually coded
470collaborative activities were correlated with the automatically coded dialogue acts. The
471expected correlations between collaborative activities and dialogue acts are discussed below
472and are also shown in Table 3 for each collaborative activity.
473First, since giving different types of arguments is considered important for effective
474exchange of information, argumentative dialogue acts were expected to correlate with
475exchange of task-related information (TaskExch). Second, because the automatically coded
476InfStm codes and the manually coded TaskExch codes both involve the transfer of
477information, a positive correlation was expected between these two codes. Third, because
478the manually coded TaskQues codes and the automatically coded EliQstSet and EliQstOpn
479pertain to questions asked by students during the collaboration process, positive correlations
480were expected between these codes. Fourth, because the codes MTaskEvl+, MTaskEvl−,
481MSociEvl+, and MSociEvl− involve either positive or negative evaluations, positive
482correlations were expected with the automatically coded evaluations (InfEvlPos and

t3.1Table 3 Overview of the manual coding scheme for collaborative activities and expected dialogue acts

Dimension Collaborative activities Expected dialogue act(s) t3.2

Performing task-related
activities

Info exchange (TaskExch) Arguments (Arg) t3.3
Information Statements (InfStm) t3.4

Asking questions (TaskQues) Questions (EliQst) t3.5
Coordinating / regulating
task-related activities

Planning (MTaskPlan) Proposals (EliPrPAct) t3.6
Monitoring (MTaskMoni) t3.7

Positive evaluations (MTaskEvl+) Pos.evaluative statements (InfEvlPos) t3.8
Negative evaluations (MTaskEvl-) Neg.evaluative statements (InfEvlNeg) t3.9

Social activities Greetings (SociGree) Performatives (InfPer) t3.10
Social support (SociSupp) Pos.evaluative statements (InfEvlPos) t3.11

Social Statements (InfStmSoc) t3.12
Social resistance (SociResi) Neg. evaluative statements (InfEvlNeg) t3.13
Mutual understanding (SociUnd+) Confirmations (Res(Rpl)Cfm) t3.14

Acceptations (Res(Rpl)Acc) t3.15
Loss of mutual understanding
(SociUnd-)

Denials (Res(Rpl)Den) t3.16

Coordinating / regulating
social activities

Planning (MSociPlan) Proposals (EliPrPAct) t3.17
Monitoring (MSociMoni) t3.18

Positive evaluations (MSociEvl+) Pos.evaluative statements (InfEvlPos) t3.19
Negative evaluations (MSociEvl-) Neg.evaluative statements (InfEvlNeg) t3.20
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483InfEvlNeg). Fifth, during online collaboration students have to make plans and make
484proposals to execute a certain action. Because these types of behaviors are reflected in the
485manually coded MTaskPlan and MSociPlan on the one hand, and the automatically coded
486EliPrpAct on the other hand, positive correlations were expected. Sixth, because the
487automatically coded InfPer codes often involved greetings, a positive correlation was
488expected with the manually coded SociGree codes. Seventh, the manually coded SociSupp
489messages are aimed at establishing a positive group climate and often reflect positive
490evaluations (InfEvlPos) or social statements (InfStmSoc). Similarly, SociResi messages are
491detrimental to the group climate, and are thus expected to correlate with negative
492evaluations (InfEvlNeg). Finally, the manually coded SociUnd+ reflects the reaching and
493maintaining of shared understanding. This is often done by signaling acceptation or giving
494confirmations. Therefore, positive correlations were expected between SociUnd+ on the
495one hand, and ResCfm, ResRplCfm, ResAcc, and ResRplAcc on the other hand.
496Comparably, SociUnd- messages reflect loss of shared understanding, which is often
497reflected by denials. Positive correlations were, therefore, expected between SociUnd- and
498ResDen and ResRplDen.
499As for the strength of the expected positive correlations, it should be noted that
500collaborative activities and dialogue acts do not refer to exactly the same construct. The
501collaborative activities that are distinguished can be realized by other dialogue acts as well.
502Weak to moderate correlations are thus to be expected.

503Results

504Research question 1: Examining reliability by comparing automatic and manual coding
505of dialogue acts

506By comparing the automatically coded dialogue acts to the manually coded ones, it
507becomes clear that the default catch-all function of the DAC filter works rather well. Of the
508210 disagreements (21%) between the automatic and manual coding, 106 messages (11%)
509were coded as InfStm? by the system. As was described earlier, the filter assigns this code
510to messages for which no matching discourse marker is found, leaving these messages to be
511checked and coded by the researcher. Although these messages are considered disagree-
512ments between the automatic and manual coding procedure in the reliability analysis
513presented in Table 4, their impact on research results will be limited because these messages
514will be checked and corrected by the researcher. The remaining disagreements are more
515severe because they will remain unnoticed by the researcher if he/she does not check the
516protocol.

t4.1Table 4 Results of the reliability analyses comparing automatic and manual coding

Parameter Reliability range with ‘InfStm?’ codes Reliability range without ‘InfStm?’ t4.2

Category Agreement % Category Kappa Agreement % Category Kappa t4.3
Argumentatives 0.84–1.00 0.83–1.00 0.86–1.00 0.85–1.00 t4.4
Responsives 0.77–1.00 0.77–1.00 0.83–1.00 0.82–1.00 t4.5
Informatives 0.04–1.00 0.04–1.00 0.12–1.00 0.12–1.00 t4.6
Elicitatives 0.68–0.86 0.67–0.86 0.68–0.90 0.67–0.89 t4.7
Imperatives 0.62–0.71 0.61–0.70 0.84–0.92 0.84–0.92 t4.8

Q1
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517Table 4 reports two different calculations of the interrater reliability. The first calculation
518included the codes that were labeled as InfStm? by the DAC filter. Because the human
519coder did not use this code (i.e., the human coder always assigned one of the 29 codes to a
520message), all instances where the DAC filter assigned the InfStm? code can be considered
521as disagreements between the filter and the human coder. The first two columns reflect this
522calculation. However, because the InfStm? code was added to the filter to direct the
523researcher to cases where the filter could not assign a code based on discourse markers, one
524could also argue that these instances do not constitute a disagreement, because the
525researcher would trace these instances and subsequently code them by hand. The last two
526columns of Table 4 reflect this viewpoint: the instances where the DAC filter assigned the
527InfStm? code were left out of the reliability calculation.
528The overall agreement between the automatic coding and the manual coding was found
529to be 79.0% (85.6% if the InfStm? codes are left out of the calculation), while Cohen’s
530kappa reached 0.75 (0.84 without InfStm?). This indicates that in general the automatic and
531manual coding yield comparable results. This finding can be seen as evidence for the
532reliability of the automatic coding procedure.
533Some categories of the coding system yield better results than others in terms of agreement
534between the DAC filter and the manual coding: the category Kappa’s range from an
535unacceptable 0.04 (0.12 without InfStm?) to an excellent 1.00. When judging these kappa’s
536against Krippendorff’s standard of a minimum agreement of 0.70, 5 of the 29 coding
537categories fall short of this criterion (two categories without InfStm?). Remarkably, three of
538these five coding categories belong to the main category of Informatives. Especially the
539negative evaluations (InfEvlNeg) and nonsense statements (InfStmNon) are considerably
540below the 0.70 criterion. Examination of the cases where the automatic coding diverged
541from the manual coding yielded insight into typical “mistakes” made by the DAC filter. For
542example, in several cases the filter did not recognize words or markers that students use to
543signal positive or negative evaluations, and to make social statements (e.g., “this answer is
544chill,” “this assignment is flex,” “luvU”). In these cases, students often use abbreviations or
545expressions that they also use while chatting on MSN or sending text messages on their cell
546phones. Although the DAC filter currently does not recognize all of these phrases and
547words correctly, it can be updated to correctly identify these messages as well.
548Table 4 also highlights the difficulties that the DAC filter has with recognizing nonsense
549statements. The 1,000-message-long protocol that was coded both automatically and by
550hand contained a series of over 20 nonsense messages (e.g., “blablaa,” “sdvsd”) typed by
551one student, probably because he/she was bored. In all cases, the DAC filter incorrectly
552classified these messages as information statements (InfStm). Currently, the DAC filter has
553difficulties identifying which information statements are actually meaningful and which are
554not. By including rules that test whether a message contains no verbs or vowels, some of
555the nonsense statements typed may be more easily identified by the DAC filter.
556Another “mistake” that was sometimes made concerns confusing proposals of actions
557(EliPrpAct) with announcements of actions (InfStmAct), or vice versa. Sometimes, it
558requires interpretation or taking previous messages into account, to determine whether a
559message such as “I won’t do it,” is a proposal of actions or an announcement of actions.
560This confusion may also be due to an overlap between the two categories. The DAC filter
561and the human coder, furthermore, frequently disagree in the case of imperative statements,
562especially in the case of statements that are meant to command the focus of group members
563(ImpFoc). Inspection of these disagreements shows that this often happens when students
564use their group members’ first names to gain their attention. By including a list of first
565names in the DAC filter, it might, for example, be able to better recognize these statements.
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566Research question 2: Examining validity by examining group differences

567To determine whether male and female students used different types of dialogue acts during
568online collaboration, multilevel analysis was used. As students worked in groups, group
569level effects like gender group composition could be expected to influence the verbal
570behavior of individual group members. This creates a problem of nonindependence: within
571groups, students’ scores on the variables are likely to be dependent on the scores of their
572group members. Traditional statistical techniques such as analysis of variance assume
573independence of students’ dependent variables (Cress 2008). Furthermore, the nesting of
574students within groups creates a need to consider these two levels in the analyses (De
575Wever et al. 2007). Multilevel analysis can be used to deal with these issues.
576A two-level multilevel model (students within groups) was constructed. In Table 5,
577positive betas associated with gender indicate that female students use the corresponding

Parameter Β SE β χ2
t5.1

Argumentatives 5.09** 1.98 6.29** t5.2
ArgRsn 1.20** 0.48 5.85* t5.3
ArgCnt 1.25 0.78 2.44 t5.4
ArgCon 0.57 0.35 2.57 t5.5
ArgThn 0.20 0.41 0.23 t5.6
ArgDis −0.03 0.18 0.02 t5.7
ArgCcl 1.09* 0.55 3.77 t5.8
ArgEla 0.67 0.62 1.15 t5.9
Responsives 5.91* 2.70 4.60* t5.10
ResCfm 5.67** 2.36 5.37* t5.11
ResDen −0.09 0.29 0.09 t5.12
ResAcc 0.26 0.32 0.62 t5.13
ResRplCfm 0.61 0.51 1.41 t5.14
ResRplDen −0.08 0.19 0.20 t5.15
ResRplAcc 0.02 0.12 0.03 t5.16
ResRplStm −0.41 0.51 0.65 t5.17
ResRplPer 0.06 0.09 0.36 t5.18
Informatives −6.83* 3.17 4.45* t5.19
InfPer −0.51 0.75 0.45 t5.20
InfEvlNeu 0.09 0.06 2.08 t5.21
InfEvlPos 0.47 0.42 1.20 t5.22
InfEvlNeg −0.51* 0.26 3.79 t5.23
InfStm −7.16* 3.04 5.27* t5.24
InfStmAct −0.22 0.44 0.24 t5.25
InfStmSoc 0.55 0.53 1.08 t5.26
InfStmNon −0.17** 0.05 9.05** t5.27
Elicitatives 1.25 1.57 0.63 t5.28
EliQstVer 1.48 1.11 1.74 t5.29
EliQstSet 0.12 0.15 0.55 t5.30
EliQstOpn −0.64 0.65 0.96 t5.31
EliPrpAct 0.37 0.46 0.65 t5.32
Imperatives −1.72** 0.70 5.50* t5.33
ImpAct −0.43 0.44 0.95 t5.34
ImpFoc −1.21* 0.60 3.89* t5.35

Table 5 Multilevel analyses of
the effect of gender on students’
use of dialogue acts

* p<0.05
** p<0.01.
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578dialogue acts relatively more often than male students do. As can be seen, several effects of
579gender were found. Firstly, female students used relatively more argumentatives than male
580students did. More specifically, female students gave more reasons (ArgRsn). Furthermore,
581female students formulated more conclusions (ArgCcl), although the associated χ2 only
582approached significance. Secondly, female students used more responsive dialogue acts. As
583can be seen, this is due to female students typing more confirmations (ResCfm) during
584online conversation. Thirdly, male students were found to use more informative dialogue
585acts. More specifically, male students used more informative statements (InfStm) and more
586nonsense informative statements (InfStmNon). Additionally, the coefficient for gender for
587negative evaluations (InfEvlNeg) was significantly negative. However, the corresponding
588χ2-value was only marginally significant. Finally, male students were found to use more
589imperative dialogue acts than female students, mainly due to male students using more
590imperative statements which focus group members’ attention (ImpFoc).
591Most of the differences between male and female students were in line with our
592expectations. Female students used more affiliative language by typing more confirmations.
593Male students used more assertive language by typing more negative evaluations,
594informative statements, and imperatives. The result that female students used more
595argumentative dialogue acts was contrary to our expectation, however. Further research
596should investigate if this finding represents a validity problem (argumentative dialogue acts
597are not really argumentative) or a theoretical failure (the expectation that arguments can be
598seen as assertive [male] behavior is not correct). Overall, these findings show that the
599automatic coding procedure of dialogue acts is able to distinguish between male and female
600students based on their verbal communicative behavior. As such, these findings offer some
601support for validity of the automatic coding procedure of dialogue acts.

602Research question 3: Examining validity by examining the effects of experimental
603intervention

604It was expected that students with access to the Participation tool would participate more
605actively during online discussions, and that this increased participation would result in more
606argumentative interactions. Thus, an effect of the Participation tool was mostly expected on
607students’ use of argumentative dialogue acts. Furthermore, because analysis with the
608manual coding scheme for collaborative activities (see Method section), showed effects of
609the Participation tool on students’ use of greetings, social talk, expressions of
610misunderstanding, and nonsense talk, we expected these results to be mirrored in our
611analysis of the collaborative process using dialogue acts.
612As can be seen from Table 6, these expectations were only partially confirmed. This
613Table does indeed show some differences between students’ use of dialogue acts during
614online collaboration. Positive betas with respect to the condition-variable indicate that
615students with access to the Participation tool used the corresponding dialogue act more,
616compared to students without access to the tool. Concerning argumentative dialogue acts, a
617positive effect of the Participation tool was found on conditional arguments (ArgCon). This
618result should be interpreted cautiously, however, because the associated χ2 was only
619marginally significant. Other differences between students with and without access to the
620tool were found as well.
621First, students with access to the Participation tool used more confirmations in reply to
622elicitatives typed by group members (ResRplCfm). This mirrors the previously found effect
623of the tool on students’ expressions of misunderstandings. Second, students with access to
624the tool unexpectedly replied less with statements to elicitatives (ResRplStm) typed by
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625group members. Third, access to the tool had an unexpected negative impact on use of
626informative statements. Fourth, students with access to the tool used more performatives
627(InfPer), although the associated χ2 was only marginally significant. This result mirrors the
628previously found effect of the tool to encourage students’ use of greetings during the
629collaboration. Fifth, students with access to the tool used less social statements
630(InfStmSoc), which corresponds to our expectations. Finally, access to the Participation
631tool had an unexpected negative impact on students’ use of imperatives.
632In short, it appears that the Participation tool influenced students’ online behavior, and
633that these changes can be detected using the automatic coding procedure. Although this
634detection points to the validity of the coding procedure, it should be noted that not all
635expected effects of the tool on students’ use of dialogue acts during collaboration were
636found; some unexpected results were also found. More research is needed to determine
637whether this represents a validity problem of the automatic coding system or unexpected
638effects of the tool.

Parameter β SE β Χ2
t6.1

Argumentatives 2.478 2.696 0.82 t6.2
ArgRsn 0.121 0.602 0.04 t6.3
ArgCnt 0.768 1.161 0.43 t6.4
ArgCon 0.792* 0.412 3.58 t6.5
ArgThn 0.092 0.529 0.03 t6.6
ArgDis −0.026 0.091 1.89 t6.7
ArgCcl 0.262 0.890 0.09 t6.8
ArgEla 0.126 0.739 0.03 t6.9
Responsives 1.212 3.415 0.03 t6.10
ResCfm 1.672 3.214 0.27 t6.11
ResDen −0.095 0.430 0.05 t6.12
ResAcc −0.390 0.381 1.04 t6.13
ResRplCfm 1.246* 0.593 4.14* t6.14
ResRplDen −0.188 0.224 0.70 t6.15
ResRplAcc −0.151 0.144 0.30 t6.16
ResRplStm −1.376* 0.585 5.31* t6.17
ResRplPer 0.028 0.109 0.06 t6.18
Informatives −8.517* 4.400 3.54 t6.19
InfPer 2.239* 1.141 3.51 t6.20
InfEvlNeu −0.020 0.078 0.07 t6.21
InfEvlPos −0.447 0.561 0.63 t6.22
InfEvlNeg −0.272 0.382 0.50 t6.23
InfStm −7.907* 3.793 4.08* t6.24
InfStmAct −0.113 0.691 0.03 t6.25
InfStmSoc −1.886* 0.838 4.54* t6.26
InfStmNon 0.112 0.075 2.10 t6.27
Elicitatives 1.541 1.862 0.68 t6.28
EliQstVer 0.400 1.335 0.09 t6.29
EliQstSet 0.153 0.209 0.53 t6.30
EliQstOpn −0.057 0.778 0.01 t6.31
EliPrpAct 1.099* 0.655 2.67 t6.32
Imperatives −1.720 0.701 5.92* t6.33
ImpAct 0.866* 0.511 2.80 t6.34
ImpFoc 1.222* 0.721 2.81 t6.35

Table 6 Multilevel analyses of
the effect of the Participation
Tool (PT) on students’ use of
dialogue acts

* p<0.05

Q1
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639Research question 4: Examining validity by performing correlation analyses

640Table 7 presents the correlations between collaborative activities (coded manually) and
641dialogue acts (coded automatically). Several positive correlations were expected (indicated
642by a grey background) and found, although most of them were weak to moderate (r=
643−0.30–0.60). As expected, several significant correlations between exchange of task-related
644information (TaskExch) and argumentative dialogue acts (ArgRsn, ArgCon, ArgCcl) were
645found. Furthermore, a significant correlation was found between exchange of task-related
646information (TaskExch) and information statements (InfStm). Task-related questions
647(TaskQues) were positively correlated with open questions (EliQstOpn), but not with the
648other types of the DAC system. In addition, positive correlations were found between
649making task-related and social plans (MTaskPlan and MSociPlan) and proposals for action
650(EliPrpAct).
651Positive correlations were also expected between positive task-related and social
652evaluations (MTaskEvl+ and MSociEvl+) and positive evaluative dialogue acts (InfEvlPos)
653as well as between negative task-related and social evaluations (MTaskEvl- and MSociEvl-)
654and negative evaluative dialogue acts (InfEvlNeg). However, only a weak correlation
655between MTaskEvl+ and InfEvlPos was found.
656As expected, a strong correlation between greetings (SociGree) and performatives
657(InfPer) was found. Furthermore, social supportive remarks (SociSupp) correlated
658moderately with social information statements (InfStmSoc). Additionally, because social

t7.1Table 7 Correlations between results of automatic coding of dialogue acts and manual coding of
collaborative activities
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Argumentatives
ArgRsn .37** .39** -.36**

ArgCnt -.30* -.35**

ArgCon .26* .29* -.27* .25* .26* .44**

ArgThn -.26* .44** .29* .30*

ArgDis .26*

ArgCcl .35** .33** -.24*

ArgEla .53** .35** -.29*

Responsives
ResCfm -.44** .24* -.28* .92**

ResDen .44** -.27*

ResAcc
ResRplCfm .41**

ResRplDen .24* .41**

ResRplAcc
ResRplStm
ResRplPer .34**

Informatives
InfPer -.31* .86**

InfEvlNeu .36**

InfEvlPos .30* .53**

InfEvlNeg .27* .39** .40** -.26
InfStm .56** .32** .24* -.51**

InfStmAct
InfStmSoc -.26* .62** .29** .30*

InfStmNon .26*

t7.2Cells with a grey background indicate expected correlations between dialogue acts and collaborative
activities.
* p<0.05
** p<0.01
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659resistance remarks (SociResi) often involve negative emotions, a positive correlation was
660expected with negative evaluations (InfEvlNeg). Indeed, a weak correlation was found.
661Shared understanding (SociUnd+) was expected to correlate positively with confirma-
662tions and acceptances. A strong correlation between SociUnd+ and ResCfm, as well as a
663moderate correlation between SociUnd+ and ResRplCfm was found. Similarly, loss of
664shared understanding (SociUnd-) was expected to correlate with denials. Indeed, weak to
665moderate correlations were found.
666To summarize, most of the expected correlations between the automatically coded
667dialogue acts and the manually collaborative activities were, indeed, found. As expected,
668most of these correlations were weak to moderate. The unexpected correlations found, show
669that collaborative activities can be realized by other dialogue acts as well. With regard to
670validity this implies that dialogue acts and collaborative activities do not refer to exactly the
671same constructs and describe different aspects (related to form and to content) of
672communicative behavior in collaboration protocols.

673Conclusions and discussion

674This paper described an automatic coding procedure, which can be used to code dialogue
675acts in collaboration protocols. The automatic coding procedure determines the commu-
676nicative function of messages. Five main communicative functions are distinguished:
677argumentative (indicating a line of argumentation or reasoning), responsive (e.g.,
678confirmations, denials, and answers), informative (transfer of information), elicitative
679(questions or proposals requiring a response), and imperative (commands). A total of 29
680different dialogue acts are specified.
681To investigate the reliability and validity of the automatic coding procedure of dialogue
682acts, automatically coded dialogue acts were compared to manually dialogue acts. Although
683rather high kappa’s were found, the analysis also showed the limitations of the automatic
684procedure based on recognition of discourse markers or clue phrases in utterances. Most
685errors were made in dynamic changing language (MSN lingo, nonsense utterances, joking)
686and in content- and context-defined differences using the same discourse markers. As we
687have explained earlier, the DAC filter can be changed to deal with ‘new’ discourse markers,
688but this requires the researcher to update the filter from time to time.
689Additionally, we examined the validity of the automatic coding procedure using three
690different types of analyses. First, we examined group differences because the coding
691procedure should be able to distinguish between groups who are likely to communicate
692differently. For example, research has often demonstrated that women communicate
693differently than men do: women use more affiliative language, whereas men use more
694assertive language. The coding procedure was able to mostly replicate these findings. For
695example, women were found to use more responsive dialogue acts (affiliative), whereas
696men used more informative and imperative dialogue acts (assertive). In contrast to our
697expectations, we found that women used more argumentative dialogue acts. These types of
698utterances are often seen as assertive interactions (Leaper and Smith 2004). It remains
699unclear whether this finding represents a validity problem (argumentative dialogue acts are not
700really argumentative) or a theoretical problem (argumentative dialogue acts are not really
701assertive). An explanation may lie in the type of task that was employed. This task explicitly
702required students to discuss their findings and to exchange arguments. It might be the case that
703during these types of tasks, female students are more likely to engage in argumentative
704interactions, than during group tasks that do not explicitly call for argumentation.
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705Second, to examine the validity of the automatic coding procedure through examination
706of experimental intervention, the results of the automatic coding procedure of students with
707access to the Participation tool were compared to students without access to this tool. It was
708expected that the tool would stimulate more argumentative interactions. This expectation
709was only partly confirmed, as it was found that students with access to the Participation tool
710used more conditional arguments. However, students with access to the tool did not use
711more reasons, contra-arguments, etc. Again, more research is needed to determine whether
712this points to a validity problem of the automatic coding procedure.
713Finally, results of the automatic coding procedure of dialogue acts were correlated with
714results of a manual coding procedure of collaborative activities. This manual coding of
715collaborative activities was aimed at identifying the task-related and social aspects of online
716collaboration based on the interpretation of the content of the utterances. Because some
717aspects of the manual coding procedure focused on similar or related, but not exactly the
718same, aspects of online collaboration as the automatic coding procedure, moderate
719correlations were expected. Several significant correlations were found. For example,
720exchange of task-related information correlated significantly with informative statements.
721Furthermore, making task-related and social plans were positively correlated with proposals
722for action. Not all expected correlations were found, however. For instance, it was expected
723that argumentative dialogue acts would correlate with exchange of task-related information.
724However, only reasons, conditional arguments, and concluding arguments correlated
725significantly with exchange of task-related information. The other argumentative dialogue
726acts did not. Not all expected correlations were found, and some unexpected correlations
727were found as well. This is probably due to the fact that dialogue acts and collaborative
728activities sometimes refer to similar but not exactly the same constructs.
729In conclusion, the results we found constitute evidence in favor of the reliability and
730validity of the automatic coding procedure for dialogue acts. Thus, it appears the automatic
731coding procedure can be a useful measurement instrument for researchers who are
732interested in studying students’ collaboration. Several questions still remain, however. First,
733the automatic coding procedure for dialogue acts is, for example, based on handmade
734production rules in contrast to approaches on automatic coding that infer the coding rules
735automatically from already hand-coded protocols. Obviously, specifying coding rules by
736hand has disadvantages, but also advantages. Disadvantages are the effort of rule
737construction, greater language dependency, and needed updates if language use changes
738over time. An advantage, in our opinion, is that the relationship to, and the continuity with,
739hand coding of the construct remains clear. Actually, in constructing a coding rule the
740human coder tries to specify explicitly the coding rules he/she implicitly uses in manual
741coding. Dependencies on form characteristics, content interpretation, and context knowledge
742become more visible. Furthermore, the automatic coding system is seen as a tool for the
743human coder that may support —to a lesser or greater degree—manual coding. Mixed
744systems, in which automatic coding and manual coding are distributed between computer and
745human coder depending on level of interpretation, are possible (cf., Law et al. 2007).
746Second, the unit of analysis in the automatic coding procedure for discourse acts is the
747single message, the (part of an) utterance that conveys a single meaning. The discourse act
748coding of the message specifies the pragmatic, linguistic form in which this meaning is
749transferred and the possible communicative function that it is supposed to fulfill. Of course,
750the granularity and aim of the system limits its usefulness. Interpretations of communication
751and collaboration on higher levels, interrelating several messages to each other, such as
752analyses of the topic of discourse or of the development of knowledge structures, cannot be
753done with this system because they require interpretation of content as well.
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754Third, related to the previous question is the fact that the automatic coding procedure in
755itself does not provide insight into the structure of online discussions (Chinn 2006; Jeong
7562005). It can give an overview of how many times a dialogue act was used by each group
757member. However, the procedure can subsequently be a starting point for more complex
758analyses of sequential interaction patterns (e.g., Erkens et al. 2006; Jeong; Kanselaar and
759Erkens 1996). These sequential analyses can subsequently be used to capture the structure
760and quality of online discussion.
761Finally, during our validity analyses we found several unexpected results (e.g.,
762female students unexpectedly used more argumentative dialogue acts). On the one
763hand, this points to the need to conduct further research to examine the validity of the
764automatic coding procedure. On the other hand, this does not mean the automatic
765coding procedure cannot be used by researchers to address their research questions. As
766we have shown, the system is able to code large parts of protocols reliably.
767Furthermore, we see the system as a valuable tool for researchers to speed up the coding
768process, but in some cases the researcher will need to check and sometimes correct the
769results of the automatic coding. As such any automatic coding procedure will probably
770never be able to completely replace the researcher.
771Although the developed automatic coding procedure is being updated from time to time,
772the results of this study clearly indicate this is a suitable technique for researchers interested
773in the process of online collaboration. In our own research we will, therefore, try to explore
774the possibility to automatically code online collaboration further. For example, the
775outcomes of the coding procedure (i.e., the types of dialogue acts used in an online
776environment), can also be used as a kind of feedback to group members, giving them
777information about how they conduct their online discussions (Janssen et al. 2007b). Such an
778application of automatic coding goes beyond merely investigating how online collaboration
779unfolds by trying to influence collaborators to change their online behavior.
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